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The history of the organized 
commodity derivatives market 
in India dates back to the 19th 
century, with the establishment 

of the f irst derivatives market in the form 
of Cotton Trade Association, where cotton 
futures contracts were traded in 1875, barely 
a decade after trading in commodity deriva-
tives started in Chicago. Subsequently, deriv-
atives trading started in oilseeds at Mumbai 
from 1900, in raw jute and jute goods at 
Kolkata from 1912, in wheat at Hapur from 
1913, and in bullion at Mumbai from 1920. 
Later in 1939, in order to restrict speculative 
activity in the cotton market, options con-
tracts in cotton were prohibited, and in 1943, 
forward trading in commodities including 
oilseeds, food-grains, spices, vegetable oils, 
sugar, and cloth was prohibited. After inde-
pendence in 1947, the government enacted 
the Forward Contracts (Regulation) Act in 
1952 to regulate forward contracts all over 
India in commodities, which are defined as 
any movable property other than security, 
currency, and actionable claims. The Act 
prohibited options trading in goods and cash 
settlement of forward trades, which severely 
affected the growth of the commodity deriv-
atives market. Furthermore the Act allowed 
only those associations/exchanges that are 
recognized by the government to organize 
forward trading in approved commodities 
and also provided for three-tier regulation: 

the exchange that organizes forward trading 
in commodities to regulate trading on a day-
to-day basis; the Forward Markets Commis-
sion to provide regulatory oversight under 
the powers delegated to it by the govern-
ment; and the Ministry of Consumer Affairs, 
Food & Public Distribution, Government of 
India to be the ultimate regulatory authority. 
Consequent to repeated defaults on forward 
contracts during 1960s, forward trading was 
banned in many commodities. Later, in the 
1970s and 1980s, the government relaxed for-
ward trading rules for some commodities, but 
the market did not f lourish.

During the liberalization era,1 the gov-
ernment set up the K.N. Kabra Committee 
in 1993 to examine the role of commodity 
futures trading. The committee recommended 
allowing futures trading in 17 commodity 
groups, strengthening the Forward Markets 
Commission, and creating certain amend-
ments to the Forward Contracts (Regulation) 
Act, in particular to allow options trading in 
goods and to register brokers with the For-
ward Markets Commission. The government 
accepted most of these recommendations, and 
trading in futures contracts was permitted 
in all recommended commodities. Further, 
the Ramamoorthy Committee appointed by 
the SEBI (Securities and Exchange Board of 
India) recommended fruitful cooperation 
between the commodity derivatives market 
and the stock market towards convergence 
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of the two markets in terms of infrastructural facilities 
and the regulatory environment. Since 2002, the com-
modities futures market in India experienced an unprec-
edented boom with the setting up of multi-commodity 
exchanges that provide for electronic trading, a rapid 
increase in the number of commodities in which deriva-
tives trading has been facilitated, and huge growth in 
trading volumes. On account of such developments, the 
commodity derivatives market in India has become as 
mature as the highly developed stock market in India. 
Against this background, the interactions in terms of 
price dynamics, if any, between the two markets in India 
merit qualitative and quantitative analysis.

Commodity Derivatives and Stock 
Markets Interactions in India

The most important policy goal in commodity 
derivatives trading is safeguarding of the interests of 
producers (particularly farmers) as well as manufac-
turers, consumers, and other functionaries in the supply 
chain. Unlike the securities market, where the impact 
of the price volatility is on the willing participants in 
the market, the impact of a sharp rise or fall in the 
price of commodities is borne by the entire economy. 
If commodity derivatives markets function well, then 
some of the core policy goals of addressing volatility 
of agricultural prices may be addressed in a market-
oriented fashion.

There is close resemblance between commodity 
derivatives and securities derivatives in so far as trade 
practices and mechanism are concerned. A commodity 
futures contract is tradable and fungible. Most of the 
commodity futures contracts are squared off and do not 
result in delivery. In this case, the users of commodity 
futures markets are using the contracts for purely finan-
cial purposes. Thus, almost all commodity futures con-
tracts are akin to securities.

Though derivatives in commodities resemble securi-
ties and financial derivatives and provide many of the same 
economic functions, there are some major differences.

•	 There are actively traded spot markets for financial 
instruments, and prices are generally not discov-
ered in the futures market. However, trading in 
commodity spot markets in India is restricted to 
consumption except for intermediary traders, as in 
any other country.

•	 As in many other developed economies, the spot 
market for securities in India is highly organized 
and effectively regulated by even agencies other 
than SEBI, such as the Department of Company 
Affairs, whereas the spot market for agricultural 
commodities is not so organized, though there are 
many laws to curb free markets in the agricultural 
sector.

•	 The settlement and delivery process in the two 
markets is different. While some international 
f inancial futures exchanges provide for cash or 
delivery based settlement, f inancial futures are 
fully cash-settled in India, whereas commodity 
futures are settled either in cash or in physical form. 
The moot point about cash settlement is that of 
well-respected and trusted settlement prices. If 
there is an underlying with a highly fractured spot 
market, where good data are not available, then it is 
difficult to construct a well-respected settlement 
price. In this case, a cash-settled contract will not 
be trusted and a physically settled contract will be 
preferred.

•	 The costs involved in dealing with physical goods 
(or warehouse receipts) are always higher than 
the costs of moving money. Further, the scale and 
mode of depositing/warehousing are structurally 
different.

•	 There are other supplementary legislations, such as 
the Depository Act, that make the functioning of 
stock markets smooth. In the case of commodity 
futures markets such supplemental institutions 
(like dematerialized warehouse receipts) are not 
available, except for a few exceptions in developed 
countries, which makes the delivery mechanism 
complex.

•	 Agricultural commodities have different shelf-life 
and demand–supply factors and price determina-
tions. Precious metals also have different market 
conditions.

•	 Unlike the stock market, the factors affecting com-
modity prices are more complex and commodity-
specific.

•	 As in any other nation, in India, indirect taxation 
cascades in commodities and income tax treat-
ment are different from those applicable for equity 
investments. Loss due to speculation is not adjusted 
in corporate taxation in case of commodity futures 
but is only carried forward.
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•	 The investor base and the number of registered bro-
kers in the stock market are much larger when com-
pared to the commodity derivatives market in India, 
as is the case in any market-driven economy.

•	 Indian financial institutions are not permitted to 
deal in commodity derivatives although they can 
invest in a restricted way in the stock market, in 
contrast to the freedom given to their counterparts 
in some advanced countries. Banks and f inan-
cial institutions are considered stable institutions 
to provide market-making services, all over the 
world.

•	 Both commodity and f inancial derivatives are 
traded in the same exchanges worldwide, whereas 
in India, only financial derivatives are traded in 
stock exchanges and there are separate commodity 
derivatives exchanges.

•	 Both the spot and the derivatives segments of 
Indian stock exchanges are regulated by the secu-
rities market regulator SEBI. However, in line 
with the universal practice, the regulator of Indian 
commodity derivatives exchanges does not have 
jurisdiction over commodity spot markets even in 
nonagricultural commodities, such as bullion and 
other metals.

The possibilities of interactions are limited in so far 
as commodity futures trading requires highly special-
ized knowledge that is different from that required for 
securities trading. The firms that engage in commodity 
futures trading also differ from the firms that engage in 
securities trading.

Implications of Interactions

The identification and quantification of causal rela-
tionships between the stock and the commodity deriv-
atives markets, by analyzing the values over time of a 
market index and the commodity derivatives index, fur-
ther the understanding of the markets’ internal dynamics. 
Inter-linkage of the markets, if any, has a potential of 
providing growth impetus to commodity derivatives and 
opens new avenues of business opportunities to stock 
market participants, thereby deepening and broadening 
the markets. If a causal relationship from one market to 
the other is not detected, then informational efficiency 
exists in the second market. If causality is not found in 
both directions, then the two markets are independent of 

each other. The presence or absence of a causal relation-
ship has a lot of implications including the following, for 
all the participants of the markets.

•	 At present, the government engages in many policy 
measures that interact with agricultural spot mar-
kets. These policies are unaffected by the question 
regarding the integration of commodity futures 
and stock markets. Whether the two markets are 
closely integrated has no impact upon the conduct 
of such policies as public procurement, support 
prices for commodities, and so on. To the extent 
that interactions between commodity derivatives 
and stock markets help strengthen price discovery 
on the commodity derivatives markets, this will 
facilitate the design of public policy. If shortages or 
gluts are expected to take place on a future date, 
this will be revealed in the futures price well ahead 
of time. This information will help policy-makers 
to respond proactively, if desired.

•	 If there is feedback in both directions, then inves-
tors may predict the behavior of one market using 
information on the other market. Since an impulse 
in a market is ref lected quickly in the other 
market, policy intervention becomes more effec-
tive in the desired direction within reasonable time 
horizons.

•	 If the markets are not related, investors may reduce 
risk exposure by diversifying their portfolios across 
the markets.

Methods to Study the Interaction

We have a set of simultaneously recorded variables—
value of the stock index and the commodity derivatives 
index—over a period of time, and we want to measure 
to what extent these time series corresponding to such 
variables contribute to the generation of information and 
at what rate they exchange information. Various methods 
have been proposed for the simultaneous analysis of two 
series and generally cross-correlation and cross-spectrum 
are used for measuring relationships between such time 
series. However, these methods suffer from the drawbacks 
that they measure only linear relations (i.e., the nonlinear 
characteristics of the interactions between the markets 
represented by the two time series are not considered) 
and they lack directional information (i.e., they simply 
say how far the two market segments move together and 
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do not identify the market segment where price discovery 
happens). Introducing time delay in the observations per-
taining to one market segment may facilitate identifying 
an asymmetric relationship and hence direction of infor-
mation f low, but nonlinear relationships will still remain 
unexplored.

Granger [1991] introduced an error-correction 
model that takes into account the nonstationary character 
of co-integrated variables and distinguishes between 
short-run deviations from equilibrium indicative of 
causal relationship and long-run deviations that account 
for efficiency and stability. This approach involves esti-
mation of simultaneous linear equations in a pair of 
variables with time lags and has been used in a number 
of studies examining the causal structure of bivariate 
time series. Shanmugam and Prasad [2007] analyzed 
two years’ data of crude oil prices in the Multi-Com-
modity Exchange of India (MCX) and the 30-stock 
Sensex index using regression analysis and found that 
an increase in crude oil prices led to a fall in the Sensex. 
They also reported that the equity prices of a few base 
metal companies and the associated metal futures prices 
in MCX are highly correlated.

A statistically rigorous approach to the detection of 
interdependence, including nonlinear dynamic relation-
ships, between time series is provided by tools defined 
using the information theoretic concept of entropy, 
which is model independent (providing qualitative 
inferences across diverse model configurations). The 
basic concepts of entropy are given in the Appendix.

Entropic Measures to Study Causal 
Relationships

Joe [1989] proposed relative entropy based measures 
of multivariate dependence for continuous and categor-
ical variables, but these measures require the estimation 
of probability density or mass functions. Granger et al. 
[2004] proposed a transformed metric entropy measure 
of dependence for both continuous and discrete variables. 
Metric entropy is a measure of distance unlike relative 
entropy, which is a measure of only divergence, however 
the utility of metric entropy in studying statistical depen-
dence based on causality is to be tested. The conditional 
entropies H(Y/X) = H(X,Y) – H(X) and H(X/Y) = 
H(X,Y) – H(Y) are nonsymmetric, however the absence 
of symmetry is not due to information f low but because 
of the different individual entropies.

Since mutual information measures the deviation 
from independence of the variables, it has been pro-
posed as a tool to measure the relationship between 
financial market segments. Further, mutual informa-
tion is nonparametric and depends on higher moments 
of the probability distributions of the variables, unlike 
correlation, which depends on the first two moments 
only. However, mutual information is a symmetric 
measure and does not contain dynamical information 
or directional sense. Some authors, for example Vastano 
and Swinney [1988], have proposed the introduction 
of time delay in one of the variables while computing 
mutual information and the use of such time delayed 
mutual information to define velocity of information 
transport in spatio-temporal systems. However, time-
delayed mutual information does not distinguish infor-
mation actually exchanged from shared information 
due to a common input signal or history and therefore 
does not quantify the actual overlap of the informa-
tion content of two variables. Further, there may be a 
causal relationship without detectable time delays and 
conversely there may be time delays that do not ref lect 
the naively expected causal structure between the two 
time series. Another issue is that the estimation of time 
delayed mutual information calls for a large quantity 
of noise-free stationary data—a condition rarely met 
in real-world situations.

Another information theoretic measure called 
transfer entropy has been introduced by Thomas 
Schreiber [2000] to study relationships between dynam-
ical systems. Transfer entropy is an information theoretic 
concept that quantifies the degree to which a dynam-
ical process affects the transition probabilities, i.e., the 
dynamics of another. Transfer entropy has the properties 
of mutual information and also takes the dynamics of 
information transport into account. Transfer entropy 
quantif ies the exchange of information between two 
systems, separately for both directions and conditional 
to common input signal. A brief explanation of transfer 
entropy and the computational aspects pertaining to the 
same are given in the Appendix. Marschinski and Kantz 
[2002] used an improved estimator called effective 
transfer entropy and concluded that the Dow Jones U.S. 
stock index has higher relative impact on the German 
stock index DAX. Back et al. [2005] applied transfer 
entropy on daily closing prices of 135 stocks in the New 
York Stock Exchange to study information f low among 
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groups of companies and discriminate market-leading 
companies from market-sensitive ones.

Data and Methodology

In this article, the symbolic encoding method is 
used to compute transfer entropy between the stock 
and commodity derivatives markets in India. The 
National Stock Exchange of India (NSEIL) being the 
leading stock exchange of India, the 50-stock index, 
Nifty, is taken as the representative of the stock market. 
The National Commodity & Derivatives Exchange, a 
leading commodity derivatives exchange of India, has 
launched two indices, NCDEXAGRI and FUTEX-
AGRI. NCDEXAGRI is an equally weighted com-
posite index of spot prices of important agricultural 
commodities in every subsector and is updated three 
times a day with price data received from various 
mandis2 and spot markets. FUTEXAGRI is con-
structed on the basis of online prices of the nearest 
month expiry futures contracts traded in NCDEX, for 
the same basket of commodities in NCDEXAGRI. 
We propose to compute the transfer entropy among 
these three indices, the Nifty, NCDEXAGRI, and 
FUTEXAGRI, so that informational transfer may be 
analyzed between any two of the commodities spot, the 
commodities derivatives, and the stock markets. Due 
to high liquidity in both the stock and the commodity 
derivatives markets and the incredibly fast information 
transport, enabled by digital communication network, 
between the two markets which have a large number of 
closely connected participants, there is a need to look 
at daily data. The use of lower frequency data such as 
weekly or monthly observations may not adequately 
capture the dynamics of the fast-moving stock prices 
and the commodity derivatives prices.

Data on the Nifty are available on the website of 
NSEIL from year end 1995, and daily values of NCDEX-
AGRI and FUTEXAGRI are available on the website of 
NCDEX from June 2005, hence the data for the period 
from June 2005 to September 2007 are used for this 
study. Thus three time series, each with 575 data points, 
were obtained for these variables: the stock index, Nifty 
(X); the commodities spot index, NCDEXAGRI (Y); 
and the commodities derivatives index, FUTEXAGRI 
(Z). These price series were transformed to log returns 
series since such transformation satisfies additive prop-
erty of the returns and makes the results invariant in 

spite of arbitrary scaling of the price data. Further, such 
transformation improves the stationary character of the 
time series so that meaningful analysis may be made.

Empirical Results and Discussion

The symbolic encoding method partitions the 
range of the data set into disjoint bins and assigns a 
symbol to each bin, with marginal equal probability for 
every symbol. The transfer entropy value depends on the 
number of bins (S) into which the dataset is partitioned 
and also on the block length k chosen for the transferee 
variable and the block length l for the transferor variable 
(however, l is chosen to be 1 generally). Hence transfer 
entropy T

Z→Y
 from commodity derivatives (Z) to com-

modity spot (Y) is computed for the number of bins S 
ranging from 2 to 8, the block length k of Y ranging 
from 1 to 10 and the block length l of Z equal to 1. 
Similarly, transfer entropy T

Y→Z
 from commodity spot 

(Y) to commodity derivatives (Z) is computed for the 
number of bins ranging from 2 to 8, the block length 
for Z ranging from 1 to 10, and the block length for Y 
equal to 1. Such transfer entropy values between the 
commodity spot and derivatives markets for the period 
from June 2005 to September 2007 are presented in 
Exhibit 1. The transfer entropy values between com-
modity spot and stock markets are given in Exhibit 2. 
The transfer entropy values between commodity deriva-
tives and stock markets are given in Exhibit 3.

The transfer entropy in all cases behaves reasonably 
for partitions S = 4, 5, 6, 7, 8 of the data analyzed and 
for block length of the transferee series k ≥ 3. Further, 
in order to consider appropriate values of k, the mutual 
information of the three time series containing the 
values of Nifty (X), NCDEXAGRI (Y), and FUTEX-
AGRI (Z), for delays ranging from 1 day to 20 days are 
computed and given in Exhibit 4. It may be observed 
that the first minimum has occurred for k = 2, 3, and 4 
respectively. Hence, meaningful results may be obtained 
from transfer entropy values computed for partitions 
S = 4, 5, 6, 7, 8 and block length of the transferee series 
k ≥ 4. For interpreting the transfer entropy values, three 
measures—net information f low (NIF), normalized 
directionality index (d), and relative explanation added 
(REA)—which are defined in the Appendix, have been 
computed and given in the respective tables.

From the transfer entropy values, a f low of informa-
tion from day t of one market to day t + 1 of the other two 
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markets is observed, which suggests interactions among 
the three markets at a time scale of a day or less. The 
information f lows between any two markets in both the 
directions are more or less at the same level, when up to 
six past values of the transferee series are considered, and 
hence in such cases, the NIF values are not significant. 
Also, the REA in such cases either increases or remains at 
high levels, thereby implying that whatever information 
f lows from one market towards the prediction of the next 
price in the other market cannot be compensated by the 
inclusion of more numbers of past values realized by the 
transferee market, up to six days. Further, the absolute 
value of d has been generally less than 0.33 except in a 
few cases, indicating that feedbacks in both directions 
between any two markets do not vary much.

If the time series are partitioned into four or more 
bins and when seven or more past values of the transferee 
market are considered (i.e., k ≥ 7), even the entropy 
rates (given lagged values of the same market only) and 
the conditional entropy rates (given lagged values of 
both the same and the transferor markets) approach or 
become zero in respect of all the markets and hence the 
transfer entropy between any two markets approaches 
or becomes zero. Hence, price data beyond six days in 

any market do not have significant informational value 
in the same market nor in any other market.

Thus the results obtained across the markets are 
more or less consistent and reiterate that

•	 There exist interactions between any two markets, 
with up to six-days-old price information, and the 
feedback between any two markets is almost at the 
same level in both directions.

•	 Information generation in the markets tend to zero 
if seven or more past values are considered.

Conclusion

Entropic analysis is a novel area in the Indian finan-
cial market, and there is a lot of scope for the application 
of entropic analysis in the Indian markets. This article 
applies entropic analysis to study interaction between 
commodities and stock markets, and transfer entropy is 
found to be suited for this study. Transfer entropy values 
among commodities spot, commodities derivatives and 
stock markets in India for the period June 2005 through 
September 2007 were computed, and it was found that 
interactions existed between any two markets. It may 
be noted that transfer entropy quantifies information 
transmission, including nonlinear dynamic relationship, 
and thus transfer entropy proves to be a promising mea-
sure to identify directional information. It may further 
be noted that in the computation of transfer entropy, 
determination of the appropriate partition of the data 
series and the block length of the transferee time series 
has to be done with utmost care.

A p p e n d i x

Basic Concepts of Entropy

1. The entropy of a random variable X with p(x) as the 
probability mass function is defined (according to the 
Shannon approach) as H(X) H(p) p(x) log= = − Σx = 
E[log {1/ p(x)}] where the base of the logarithm is 
2 and log 0 is taken as 0. Entropy is measured in bits 
and 0 ≤ H(X) < ∞. If the logarithm is taken to the 
base e, then entropy is measured in “nats.” Entropy 
of a dynamical system is the amount of disorder in 
the system, as described in thermodynamics, and 
also is the amount of information needed to predict 

E x h i b i t  4
Mutual Information (MI)
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the next measurement with a certain precision, 
as described in information theory. Entropy does 
not measure the shape of the distribution of the 
realizations of a system but provides information 
about how the system f luctuates with time—in 
frequency space or phase space.

2. The joint entropy of a pair of random variables X 
and Y with a joint probability mass function p(x,y) 
is defined as H(X,Y)= −Σ Σx y p(x,y) log p(x,y)= 
–E[log p(x,y)].

3. The conditional entropy of a random variable Y given 
another variable X is defined as H(Y/X)= Σx

p(x,y) 
log p(Y/X = x)= –E[log p(Y/X). Then we get the 
chain rule H(X,Y) = H(X) + H(Y/X) = H(Y) 
+ H(X/Y). Conditioning reduces entropy, i.e., 
H(X/Y) ≤ H(X) with equality if X and Y are 
independent. It follows that H(X,Y) ≤ H(X) + 
H(Y) with equality if X and Y are independent.

4. The relative entropy or cross entropy or Kullback –Leibler 
(KL) distance between two probability functions 
p(x) and q(x) is D(p || q)= Σx

 p(x) log {p(x)/q(x)} 
= E[log {[log {p(x)/q(x)}].
	 It may be noted that D(p || q) ≥ 0 = 0 if p = q.
	 However, D(p || q) ≠ D(q || p) in general.
� relative entropy is not symmetric and does not 
satisfy the triangle property, it is not a true distance 
between distributions.

5. The mutual information I(X;Y) between two random 
variables X and Y with a joint probability mass 
function p(x,y) and marginal mass functions p(x) 
and p(y), is defined as the relative entropy between 
the joint distribution p(x,y) and the product distri-
bution p(x) p(y).
�	 That is, I(X;Y) = D(p(x,y)||p(x) p(y)) = Σ Σx y  
p(x,y)/p(x) p(y)}
�	 It may be noted that I(X;Y) ≥ 0 = 0 if X and Y 
are independent.
�	 Also, I(X;Y) = H(X) – H(X/Y) = H(Y) – 
H(Y/X) where H denotes the entropy.

That is, mutual information is the reduction in the 
uncertainty of X due to the knowledge of Y and vice 
versa. Due to symmetry, X says as much about Y as Y 
says about X.

Also, I(X;Y) = H(X) + H(Y) – H(X,Y) and 
I(X;X) = H(X). Thus the mutual information of a 
random variable with itself is the entropy of the random 
variable. That is why entropy is referred to as self-
information.

Transfer entropy

The rate at which the entropy of a stochastic 
process X

n
, n = 1, 2,… grows with n is given by

	

h (X)= p(x ) log p (x / x ,x , , x )1n n n n n− + + −∑ 1 1 1…

= p(x ) log {p(x ,x ,x , , x )1− n n n n+ + −∑ 1 1 1…

× −p(x ,x , , x )1n n 1… }}

= p(x ) log p(x ,x ,x , , x )1− n n n n+ + −∑ 1 1 1…

+ p(x ) log p(x ,x , , x )

= H
1n n n− −∑ 1 1…

nn n+1(X) H (X)−

	

where H
n
(X) is the entropy of the process given by n 

dimensional delay vectors constructed from X
n
. Thus, 

h
n
(X) denotes the information still transmitted by x

n+1
 

when x
1
, x

2
,…, x

n
 are known or the missing information 

required to forecast x
n+1

 using x
1
, x

2
,…, x

n
. Alternatively, 

–h
n
(X) denotes the information known about x

n+1
 from 

x
1
, x

2
,…, x

n
.

The generalization of the entropy rate to construct 
mutual information rate between two variables (X, Y) 
is done using the generalized Markov property,

	 p(x
n+1

/x
n
, x

n-1
,…, x

n-k+1
) = p(�x

n+1
/x

n
, x

n-1
,…, x

n-k+1
, 

3 y
n
, y

n-1
,…, y

n-l+1
)

where k and l denote the number of past observations 
included in the variables X and Y respectively. In the 
absence of information f low from Y to X, the state of Y 
has no inf luence on the transition probabilities of X. Just 
as mutual information is quantified as the deviation from 
the independence of the variables X and Y and is defined 
as the relative entropy between the joint distribution 
p(x,y) and the product distribution p(x) p(y), the mutual 
information rate is quantified as the deviation from the 
independence of the entropy rates and is defined as the 
relative entropy between the transition probabilities 
p (x

n+1
/x

n
, x

n-1
,…, x

n-k+1
, y

n
, y

n-1
,…, y

n-l+1
) and p (x

n+1
/

x
n
, x

n-1
,…, x

n-k+1
). This is termed as transfer entropy and 

denoted as T
Y→X

. If k and l denote block lengths taken 
in the variables X and Y respectively, then

T
Y→X

(k, l) 
= �Σp(x

n+1
, x

n
, x

n-1
,…, x

n-k+1
, y

n
, y

n-1
,…, y

n-l+1
) 

3 log{�p(x
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/x
n
, x

n-1
,…, x

n-k+1
, y

n
, 

	       3 y
n-1

,…, y
n-l+1

)/p(x
n+1

/x
n
, x

n-1
,…, x

n-k+1
)}

= –H
k+1,l

 (X,Y) + H
k,l

 (X,Y) + H
k+1

 (X) – H
k
(X)

= h
k
(X) – h

k,l
 (X,Y).
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Obviously, 0 ≤ T
Y→X

 (k, l) ≤ H(X). Also T
Y→X

 is asym-
metric and takes into account only statistical dependencies 
originating in the variable Y and not those deriving from 
a common input signal. Further, transfer entropy is closely 
related to conditional entropy extended to two variables 
X and Y and may be explained as follows.

Transfer entropy = (Information about future 
observation x

n+1
 gained from past observations of X

n
 

and Y
n
) – (Information about future observation x

n+1
 

gained from past observations of X
n
 only) = Information 

f low from Y
n
 to X

n
.

Computational aspects

The computation of transfer entropy from a time 
series to another may be done in two ways:

1.	The symbolic encoding method divides the range 
of the dataset into S disjoint intervals such that the 
number of data points in every interval is constant 
and assigns one symbol to each interval. Then 
p (x

n
) = 1/S so that H(X) = log

2
S. However, deter-

mining the partition is a contentious issue, called the 
generating partition problem, and even for a two-
dimensional deterministic system, the partition lines 
may exhibit considerably complicated geometry.

2.	The correlation integral method computes the 
fraction of data points lying within boxes of con-
stant size ∈, after embedding the dataset into an 
appropriate phase space, and uses the formula 
H

n
 (X, 2∈) ~ – log

2
{C

n
 (X, ∈)} where C

n
 is the 

generalized correlation integral of order n. How-
ever, determining the box size ∈ remains as a con-
tentious issue. The parameter ∈ plays the role of 
defining the resolution or the scale of concerns, 
just as the number of symbols S does in the sym-
bolic encoding method.

The symbolic encoding method has the advantage 
of neutralizing undesirable effects due to nonhomoge-
neous histograms, and it also ignores the trivial infor-
mation gained by just observing marginal distributions. 
Further, for data with an approximately symmetric dis-
tribution, the concrete meaning of partitions is intuitive 
with S = 2 corresponding to the two possible signs of the 
increments and S = 3 corresponding to the three pos-
sible moves with regard to larger gain, roughly neutral, 
and larger loss.

For a given partition, T
Y→X

(k, l) is a nonincreasing 
function of the block length k of the series X, since 
the inclusion of more past observations in the variable 
X is likely to result in reduction of f low of informa-
tion from Y in the estimation of the next value of X. 
The parameter k is to be chosen as large as possible 
in order to find an invariant value for T

Y→X
, however 

due to the finite size of real time series, it is required 
to find a reasonable compromise between unwanted 
finite sample effects and a high value for k. Further, 
a very small value of k may lead to misinterpretation 
of information contained in past observations of both 
series as an information f low from Y to X and hence 
k may be as large as possible.

Further, in order to consider appropriate values of k, 
it is proposed that the concept of mutual information of a 
time series be used. The mutual information I(k) between 
a time series {x

1
, x

2
, …, x

n
) and itself with a delay of k viz. 

{x
k+1

, x
k+2

, …, x
n
} measures the information carried over 

by the delayed time series from the original time series. 
If I(k) is small or around 0, then the two time series are 
essentially independent and if I(k) is very large, then the 
delayed series is related to the original series. If the delay 
k is too short, then the delayed series is similar to the 
original series, and when the data are plotted, most of the 
observations will lie near the line x

k+i
 = x

i
, and I(k) will 

tend to be large. If the delay k is too long, then the data 
are independent and no information can be gained from 
the plot and I(k) will tend to be small.

A good choice for k is such that contiguous tem-
plates of size k constructed from the time series are not 
within the neighborhood of one another. Such a choice 
is provided by the value of k corresponding to which the 
mutual information of the time series with delay k viz. 
I(k) is small, and consequently the contiguous templates 
are independent to a large extent. As k is increased, I(k) 
decreases and may rise again and hence the first minimum 
of I(k) may be considered to choose the value of k. It may 
also be noted that Fraser and Swinney [1986] suggested 
that in the construction of multidimensional phase por-
trait from a scalar time series, the time delay T that pro-
duces the first local minimum of the mutual information 
of the time series may be used. Since mutual information 
measures the general dependence between two variables 
or between two time series of the same variable with time 
delay, it provides a good criterion for the choice of k. Also, 
the choices for l are l = k or l = 1, and for computational 
reasons, l = 1 is preferred usually.
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Measures for interpreting transfer 
entropy

1.	The net information flow (NIF) is defined to measure 
the disparity in inf luences of the two variables on 
each other. If NIF

Y→X
 = T

Y→X
 – T

X→Y
 is positive, the 

variable Y may be said to inf luence the variable X.
2.	The normalized directionality index (d) is def ined 

in order that relevant but small-scale causal 
structure is not neglected and quantif ied as  

d(X,Y)=
T T

T T
Y X X Y

Y X X Y

→ →

→ →

−
+

. The index varies from –1 

(in case of uni-directional causality from X to Y) 
through 0 (in case of equal feedback between the 
two variables) to +1 (in case of uni-directional 
causality from Y to X), with intermediate values 
corresponding to bidirectional causality between 
the two variables X and Y. The index thus has 
the property of coefficient of correlation between 
two variables and also has the additional feature of 
directionality.

3.	The relative explanation added (REA) is defined to com-
pare the measured amount of information f low from 
Y to X with the total f low of information in X. 
REA

Y→X
 (k, l) = T

Y→X
 (k, l)/h

k
 (X) and REA

X→Y
 

(k, l) = T
X→Y

 (k, l)/h
k
(Y). The ratio REA

Y→X
 mea-

sures how much of x
n+1

 is additionally explained 
when the past values of X are already known and 
then the last value y

n
 of Y is taken into account. 

The ratio varies from 0 (in the case of no informa-
tion f low at all from a variable to the other) to 1 (in 
the case of all the information in the current value 
of one variable being transferred from past values 
of the other variable) with intermediate values cor-
responding to the amount of information in one 
variable caused by the other variable.

Endnotes

We would like to thank Robert Marschinski, at the 
Max Plank Institute for the Physics of Complex Systems in 
Dresden, Germany, for providing the software required for 
computing transfer entropy.

1The “liberalization era” refers to the economic lib-
eralization policies started by the government in India in 
1991. Prior to 1991 the industrial sector was concentrated in 
a few hands. Private enterprise and capital increased signifi-
cantly since 1991 after the introduction of the liberalization 
policies.

2Electronic portals that enhance price discovery.
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