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#### Abstract

A variation of parameters and Gronwall type integral inequality are proved for a differential equation involving piecewise alternately retarded and advanced argument.


## 1. Introduction

In [3] Cooke and Wiener studied a new differential equation alternately of retarded and advanced type. They have shown that all equations with piecewise constant delays have characteristics similar to the equations studied in [2]. These equations are closely related to impulse and loaded equations and, especially, to difference equations of a discrete argument. The equations are similar in structure to those found in certain "sequential-continuous" models of disease dynamics [1].

The method of variation of parameters and Gronwall type integral inequalities are some of the most important techniques in the study of the qualitative properties of linear and nonlinear differential equations [5]. In particular, the study of perturbation theory heavily depends on these methods.

In this paper we establish variation of parameters formula for equation (1.3) and also prove an integral inequality. Consider for $t \geq 0$ the following equations

$$
\begin{align*}
x^{\prime}(t) & =a(t) x(t)  \tag{1.1}\\
y^{\prime}(t) & =a(t) y(t)+c(t) y(2[(t+1) / 2]  \tag{1.2}\\
z^{\prime}(t) & =a(t) z(t)+c(t) z(2[(t+1) / 2])+f(t) \tag{1.3}
\end{align*}
$$

with initial conditions:

$$
\begin{equation*}
x(0)=y(0)=z(0)=c_{0} \tag{1.4}
\end{equation*}
$$

[^0]where $a, c, f$ are real-valued continuous functions of $t$ defined on $[0, \infty)$. Here the symbol [ ] represents the greatest integer function. Observe that the argument deviation $t-2[(t+1) / 2]$ is negative for $2 n-1 \leq t<2 n$ and positive for $2 n<t<2 n+1$ ( $n$ is an integer). Therefore, (1.2) and (1.3) are of advanced type on $[2 n-1,2 n)$ and of retarded type on $(2 n, 2 n+1)$.

It has been established in [3] that if

$$
\int_{2 n-1}^{2 n} u^{-1}(t) c(t) d t \neq u^{-1}(2 n), \quad n=1,2,3, \ldots
$$

where $u^{-1}$ is the reciprocal of $u$ and $u(t)=\exp \left(\int_{0}^{t} a(s) d s\right)$, then problem (1.2), (1.4) has a unique solution. Also, if $a, c$, are constant functions in (1.2), then the solution is given by

$$
\begin{equation*}
y(t)=\lambda(t-2[(t+1) / 2])\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{[(t+1) / 2]} c_{0} \quad \text { if } \lambda(-1) \neq 0 \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda(t)=\exp (a t)\left(1+a^{-1} c\right)-a^{-1} c \tag{1.6}
\end{equation*}
$$

Let $\phi$ denote the fundamental solution of (1.1) such that $\phi(0)=1$.
Next we define the fundamental solution of (1.2).
Definition. A solution $\psi(t)$ of (1.2) is said to be a fundamental solution if it satisfies (1.2) with the initial condition $\psi(0)=1$.

## 2. Variation of parameters method

Let $x(t), y(t), z(t)$ be solutions of (1.1), (1.2), (1.3), respectively, satisfying the initial condition (1.4). It is natural to expect that the solutions $x, y$, and $z$ are related to each other. This relationship is established below through the method of variation of parameters formula. We use below the notation $\psi(t, k)=\psi(t) \psi^{-1}(k), k=1,2,3, \ldots$.
Theorem 1. The unique solution of (1.3), (1.4) is given by

$$
\begin{align*}
z(t)= & y(t)+\sum_{k=0}^{[(t+1) / 2]-1} \lambda^{-1}(1) \int_{2 k}^{2 k+1} \psi(t, 2 k) \phi(2 k+1, s) f(s) d s  \tag{2.1}\\
& -\sum_{k=1}^{[(t+1) / 2]} \lambda^{-1}(-1) \int_{2 k}^{2 k-1} \psi(t, 2 k) \phi(2 k-1, s) f(s) d s \\
& +\int_{2[(t+1) / 2]}^{t} \phi(t, s) f(s) d s
\end{align*}
$$

where $\phi$ and $\psi$ are fundamental solutions of (1.1) and (1.2), respectively, and $y(t)$ is the solution of (1.2), (1.4).
Proof. Let $\tilde{z}(t)$ represent the integral terms on the right-hand side of (2.1). It suffices to prove that $\tilde{z}(t)$ is a solution of $(1.3)$ and then use the superposition principle.

Differentiate $\widetilde{z}(t)$ and use (1.1) and (1.2), to obtain

$$
\begin{aligned}
\tilde{z}^{\prime}(t)= & \sum_{k=0}^{[(t+1) / 2]-1} \int_{2 k}^{2 k+1}(a(t) \psi(t, 2 k)+c(t) \psi(2[(t+1) / 2], 2 k)) \phi(2 k+1, s) f(s) d s \\
& -\sum_{k=1}^{[(t+1) / 2]} \lambda^{-1}(-1) \int_{2 k}^{2 k-1}(a(t) \psi(t, 2 k)+c(t) \psi(2[(t+1) / 2], 2 k)) \phi(2 k-1, s) f(s) d s \\
& +\int_{2[(t+1) / 2]}^{t} a(t) \phi(t, s) f(s) d s+f(t) \\
= & a(t) \tilde{z}(t)+c(t) \tilde{z}(2[(t+1) / 2])+f(t) .
\end{aligned}
$$

The proof is complete.
For the purpose of simplicity, we prove the next theorem which verifies the relation (2.1) for equation (1.3) with constant coefficients. The result can be generalized to equations of the type (1.3) with minor modifications.

Theorem 2. The unique solution $z(t)$ of (1.3), (1.4) with constant functions $a(t)=a, c(t)=c$, on $[0, \infty)$ is given by the relation (2.1) where $\phi(t)=\exp (a t)$ and $\psi(t)$ is given by (1.5) with $c_{0}=1$ and $y(t)$ is the corresponding solution of (1.2), (1.4).
Proof. Assume that $y_{n}(t)$ and $z_{n}(t)$ are solutions of (1.2) and (1.3) in the interval $[2 n-1,2 n+1)$, respectively. Further, let $z_{n}(2 n)=d_{2 n}$, for $n=$ $0,1,2, \ldots$.

It is easy to verify that

$$
\begin{equation*}
z_{n}(t)=d_{2 n} \lambda(t-2 n)+\int_{2 n}^{t} \exp \{a(t-s)\} f(s) d s \tag{2.2}
\end{equation*}
$$

where $\lambda$ is given in (1.6). From (2.2), we obtain

$$
\begin{equation*}
z_{n}(2 n-1)=d_{2 n-1}=d_{2 n} \lambda(-1)+\int_{2 n}^{2 n-1} \exp \{a(2 n-1-s)\} f(s) d s \tag{2.3}
\end{equation*}
$$

and in the limit

$$
z_{n}(2 n+1)=d_{2 n+1}=d_{2 n} \lambda(1)+\int_{2 n}^{2 n+1} \exp \{a(2 n+1-s)\} f(s) d s
$$

Eliminating $d_{2 n}$, we get

$$
\begin{align*}
d_{2 n+1}= & \frac{\lambda(1)}{\lambda(-1)}\left\{d_{2 n-1}-\int_{2 n}^{2 n-1} \exp \{a(2 n-1-s)\} f(s) d s\right\}  \tag{2.4}\\
& +\int_{2 n}^{2 n+1} \exp \{a(2 n+1-s)\} f(s) d s
\end{align*}
$$

Applying (2.4) repeatedly for $d_{2 n-1}, d_{2 n-3}, \ldots, d_{3}$ yields

$$
\begin{align*}
d_{2 n+1}= & \left(\frac{\lambda(1)}{\lambda(-1)}\right)^{n} d_{1}+\sum_{k=1}^{n}\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{n-k} \\
& \times\left(\frac{-\lambda(1)}{\lambda(-1)} \int_{2 k}^{2 k-1} \exp \{a(2 k-1-s)\} f(s) d s\right.  \tag{2.5}\\
& \left.\quad+\int_{2 k}^{2 k+1} \exp \{a(2 k+1-s)\} f(s) d s\right)
\end{align*}
$$

for $n=0,1,2,3, \ldots$ From (2.2), one gets

$$
\begin{equation*}
d_{1}=z_{0}(1)=\lambda(1) d_{0}+\int_{0}^{1} \exp \{a(1-s)\} f(s) d s \tag{2.6}
\end{equation*}
$$

Use (2.5) to obtain the value of $d_{2 n-1}$ and then use (2.3) and (2.6) to find $d_{2 n}$. Substitute $d_{2 n}$ in (2.2) and use the fact $d_{0}=c_{0}$ to obtain finally

$$
\begin{align*}
z_{n}(t)= & y_{n}(t)+\sum_{k=0}^{n-1} \lambda^{-1}(1) \int_{2 k}^{2 k+1} \lambda(t-2 n)\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{n-k} \exp \{a(2 k+1-s)\} f(s) d s  \tag{2.7}\\
& -\sum_{k=1}^{n} \lambda^{-1}(-1) \int_{2 k}^{2 k-1} \lambda(t-2 n)\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{n-k} \exp \{a(2 k-1-s)\} f(s) d s \\
& +\int_{2 n}^{t} \exp \{a(t-s)\} f(s) d s ; \quad 2 n-1 \leq t<2 n+1 .
\end{align*}
$$

If we take $n=[(t+1) / 2]$, then (2.7) is true for any $t$ and hence, write $z_{n}(t)=$ $z(t), y_{n}(t)=y(t)$, for $t \geq 0$. Observe that

$$
\lambda(t-2 n)\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{n-k}=\psi(t, 2 k)
$$

and hence, we get (2.7) in the form (2.1).

## 3. Gronwall type integral inequality

Integral inequalities play a useful role in the study of the qualitative behavior of solutions of linear and nonlinear differential equations. We extend the wellknown Gronwall inequality further in the following theorem.
Theorem 3. Let $c_{0}, a, c$ be nonnegative constants and $u \in C\left[[0, \infty), R^{+}\right]$. If the inequality

$$
\begin{equation*}
u(t) \leq c_{0}+\int_{0}^{t}(a u(s)+c u(2[(s+1) / 2])) d s, \quad t \in[0, \infty) \tag{3.1}
\end{equation*}
$$

holds and $\lambda(-1) \neq 0$ then for $t \geq 0$

$$
\begin{equation*}
u(t) \leq c_{0} \lambda(t-2[(t+1) / 2])\left(\frac{\lambda(1)}{\lambda(-1)}\right)^{[(t+1) / 2]} \tag{3.2}
\end{equation*}
$$

where $\lambda$ is defined in (1.6).

Proof. From (3.1) we have, in [ $2 n, 2 n+1$ ),

$$
u(t) \leq u(2 n)+\int_{2 n}^{t} a u(s) d s+\int_{2 n}^{t} c u(2 n) d s
$$

Therefore,

$$
u(t) \leq u(2 n) \exp \left(\int_{2 n}^{t} a d s\right)+\int_{2 n}^{t} c u(2 n) \exp \left(\int_{s}^{t} a d \tau\right) d s
$$

and hence,

$$
\begin{equation*}
u(2 n+1) \leq u(2 n)\left\{\exp (a)\left(1+a^{-1} c\right)-a^{-1} c\right\} \tag{3.3}
\end{equation*}
$$

Similarly, in the interval $[2 n-1,2 n]$, we obtain

$$
u(2 n) \leq u(2 n-1) \exp (a)+a^{-1} c u(2 n)\{\exp (a)-1\}
$$

which leads to

$$
\begin{equation*}
u(2 n) \leq u(2 n-1)\left\{\exp (-a)\left(1+a^{-1} c\right)-a^{-1} c\right\}^{-1} \tag{3.4}
\end{equation*}
$$

Applying inequalities (3.3) and (3.4) repeatedly and using (1.6) we get the desired conclusion (3.2).

Remark. Observe that the right-hand side of inequality (3.2) is in fact the solution of the related equation (1.2) when $a$ and $c$ are constant functions. In this sense, (3.2) is the best estimate. When $c=0$ in (3.1), (3.2) reduces to $u(t) \leq c_{0} \exp (a t), t \geq 0$.
Observation. Equation (1.3) can be further generalized to contain two types of delays, namely, continuous past history and piecewise constant argument. We can study the equation

$$
\begin{equation*}
z^{\prime}(t)=a z(t)+b z(t-1)+c z(2[(t+1) / 2])+f(t), \quad t \geq 0 \tag{3.5}
\end{equation*}
$$

where $a, b, c$ are real constants with some suitable initial requirements.
Theorem 5.1 of [4, p. 19] provides a method of constructing the fundamental solution $\phi$ of the equation $x^{\prime}(t)=a x(t)+b x(t-1)$.

Also, using the relation (6.1) of [4, p. 21] we can construct the fundamental solution $\psi$. Once the functions $\phi$ and $\psi$ are available, the variation of parameters formula given in Theorem 1 can be extended for equation (3.5). The same procedure is applicable with respect to the functional differential equations of the form

$$
z^{\prime}(t)=a z(t)+b L(z(t+\theta))+c z(2[(t+1) / 2])+f(t), \quad t \geq 0
$$

where $L$ is a linear operator defined in [4, p. 142].
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