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ABSTRACT 
In this paper we have proposed an efficient algorithm QMINE to 
find closed frequent itemsets over a data stream. Our approach 
performs a few operations. Experiments have shown that our 
approach outperforms the previous approaches, significantly.  
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1. INTRODUCTION 
   
  Frequent itemset mining aims at generation of frequent 
itemsets from transactional data streams [8]. 
  Mining frequent itemsets from a data stream is a challenging 
task because of its unknown and huge size, and errors in the 
results[2]. The three approaches used to mine frequent itemsets 
in data streams are landmark windows [6], damped windows [3], 
and sliding windows [4].  
     A closed itemset is an itemset which has no proper superset 
with similar support [7][8]. A closed itemset is frequent if its 
support is not less than the minimum support threshold. 
  The purpose of this work is to mine closed frequent itemsets 
from transactional data streams using a sliding window model. 
An efficient algorithm QMINE is proposed to mine frequent 
closed itemsets from a transactional data stream. 
  The remainder of the paper is organized as follows-Section 2 is 
on the related work. The problem is defined in section 3. The 
proposed algorithm is presented in Section 4. Section 5 
describes the experimental results and Section 6 concludes the 
paper.  
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2. RELATED WORK  

  Two main algorithms to find closed frequent itemsets from 
transactional data streams are Moment[5], NewMoment [7].  In 
this paper we have proposed an algorithm QMINE which allows 
the user to generate frequent itemsets by providing the value of 
minimum support online. The number of itemsets is less as they 
are closed itemsets, The proposed algorithm reads a transaction 
only once unlike some of the previous approaches. It does not 
have to access the sliding window while a new transaction is 
added or deleted. Instead, it maintains closed itemsets only by 
referring to contents of the summary data structure. This saves 
computational time considerably. 
   
3. PROBLEM DEFINITION 

3.1 Problem Statement 
  Given a sliding window SW of size w and a minimum support 
threshold s, the problem is to find the set of closed frequent 
itemsets in SW which contains the latest w transaction of the 
data stream D. The value of s is not fixed and can be specified 
by the user online. 

3.2 Proposed data structure INL (INdexed 
List) 

  The summary data structure INL consists of (1) ISets; and (2) 
ISIndex. The details of the structures are described as follows 
(Figure 1). ISets contains the set of closed frequent itemsets. 
ISets is a table with three fields: (1) ItemId; (2) Itemset; and (3) 
Support. ItemId is the key or the identifier of the Itemset in ISets 
table. Support is the support of Itemset in the current sliding 
window.   
 

 
Figure 1 Summary data structure INL 

  ISIndex is a table with two fields: Item, and Vector. The Vector 
is a bit-sequence in which the ith bit is set to one if the Item 
belongs to the Itemset in ISets table and i is the ItemId of Itemset 
in ISets. ISIndex is very efficient in searching for itemsets in 
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ISets table. This is the index table which improves the efficiency 
in searching the itemsets in ISets table. 

4. ALGORITHM QMINE (QUICK MINING 
OF CLOSED FREQUENT ITEMSET) 
  In this section we describe the working of QMINE algorithm. 
The algorithm consists of two steps: (1) Add; and (2) Delete. 
The Add step is performed when a transaction arrives at the 
sliding window. The Delete step is performed to update the 
closed frequent itemsets when a transaction leaves the sliding 
window. 

4.1 Add Step 
 This step is performed when a new transaction arrives at the 
sliding window. When a transaction containing the itemset X 
arrives at the sliding window, the supports of subsets of X will 
change. QMINE searches for these subsets of X in ISets and 
updates their supports. 

4.2 Delete Step 
  When a transaction containing the itemset X is removed from 
the sliding window the supports of only the subsets of X should 
be decreased by one. Some of the subsets of X which are in ISets 
table may not remain closed itemsets after the transaction is 
deleted. The Delete step first finds all subsets of X. After having 
found these subsets it then checks for those subsets which have 
become non-closed and eliminates them from the ISets. When an 
itemset Xr with ItemId i is removed from ISIndex, the ith bit in 
the Vector of the items belonging to the Xr in the ISIndex table 
are changed from 1 to 0. 

  In order to generate the subsets of X the Delete step performs 
intersection of X with the Itemsets in ISets containing atleast one 
item in X. The Delete step uses Vectors in ISIndex table locate 
these Itemsets in ISets table. In order to locate their ItemIds, a 
bitwise OR is performed between the Vectors of the items 
belonging to X. The positions of bits with value 1 represent the 
ItemIds of the subsets of X present in ISets table. This reduces 
the search time considerably. 

5. EXPERIMENTAL RESULTS 
  Experiments were performed to compare the performance of 
QMINE with NewMoment algorithm. All experiments are done 
on 2.26GHz Intel® Core™ i3 PC with 3 GB memory and 
running on Windows 7 system. The proposed algorithm is 
implemented in C++ and compiled using GNU GCC compiler. 
The synthetic dataset is generated using IBM Synthetic Data 
Generator [1]. The experiments were performed by changing the 
sliding window size w from 10K to 100K. The value of 
minimum support threshold is set to 0.2. QMINE requires less 
time for a transition of a sliding window as compared to 
NewMoment. These observations are done by taking average of 
50 transitions. QMINE requires less time than NewMoment for 
lower values of minimum support. For higher values of 
minimum support NewMoment performs better in term of time 
requirements. This happens because QMINE is independent of 
minimum support and generates all closed itemsets, whereas, 
NewMoment generates closed itemsets which are frequent. For 

higher values of minimum support the number of frequent 
closed itemsets generated is less, hence NewMoment is more 
time efficient than QMINE for higher values of minimum 
support. QMINE can be made time efficient by restricting it to 
generate closed itemsets which are frequent.  

As QMINE maintains all closed frequent itemsets in its 
summary data structure, QMINE requires more memory than 
NewMoment for higher values of minimum support. 

6. CONCLUSION 
A quick algorithm to mine closed frequent itemsets over 
transactional data streams is proposed. It uses a summary data 
structure which is efficient in searching itemsets stored in it. The 
proposed algorithm QMINE generates all close itemsets and 
allows the user to specify the minimum support threshold online. 
The experiments show that QMINE outperforms NewMoment 
algorithm in time for lower values of minimum support. For 
higher values of minimum support, QMINE can be made time 
efficient by having it to generate only the frequent itemsets, 
which motivates us for our future work.     
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