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CHAPTER 1 

Introduction 

 

1.1 General Introduction 

Nanomaterials and Nanotechnology is an area of science having enormous 

and significant research in the field of condense matter physics. ‘Nano’ sized 

structures in which at least one dimension (length, width or thickness) is in the 

nanometre range of size from 1 to100 nm are termed as Nanoparticles, materials 

composed of nanoparticles are called as nanomaterials. Nanotechnology 

“Nanotech” is the science that deals with matter at the nanoscale (i.e., 10
−9

 m = 1 

nm) and is also the study of manipulating matter at the atomic and molecular scale 

[1]. Nanomaterials are of immense interest due to their unique structural, optical, 

magnetic, electrical, and other emerging properties at Nanoscale and have 

potential impacts in electronics, medicine, and other application areas. The two 

foremost reasons why materials at the nanoscale exhibit exceptional properties are 

increase in relative surface area of the material compared to bulk material and 

introduction of quantum effects in the material due to low particle size [1,2]. 

Nanomaterials as such have large surface area to volume ratio, which enhances 

the chemical reactivity as it is surface area dependent. Similarly at nanoscale, 

quantum effects turn out to be much more intense in influencing the materials 

properties and characteristics leading to novel optical, electrical and magnetic 

behaviour in these materials. 

Nanomaterials can be classified on the basis of dimensions wherein the size 

effect plays an important role to evidently distinguish the material properties. The 

nanomaterials can be categorized as:-  

a) Zero dimensional structure e.g. Nanoparticles, Nanograins etc. 

b) One dimensional structure e.g. Nanorods, Nano wires etc. 

c) Two dimensional structures e.g. ultra thin films, quantum wells etc. Shown in 

Figure 1.1 [1,3]. 

Nanomaterials have given rise to eminent outstanding application based 

research in various disciplines of science due to quality optical, electrical and 

magnetic properties as listed below:  
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Figure 1.1: Different types of nanomaterials [4]. 

 

 Opto-electronic devices, devices which convert electricity to light and vice 

versa with broad bandwidth and high efficiency, find application in solar cells, 

light emitting diodes (LEDs), organic LEDs (OLEDs), liquid crystal displays 

(LCDs), and charge-coupled device (CCD). Opto-electronic devices combined 

with optical fibres have been widely utilized in the production of thin film 

transistor (TFT), mobile phone backlighting, DVD players, and digital cameras. 

 Lasers, generated from nanoscale quantum dots for the fabrication of 

Quantum computers in which the wavelength of the laser is depend on the 

diameter of the quantum dot. These computers can carry out a number of 

computations (parallel computations) at the same time with high speed. This set of 

computers would be helpful to solve unambiguous digital computation problems. 

 In the field of medical sciences, nanotechnology uncovers the application 

in diagnosis, therapeutics and tissue engineering etc. because nanomaterials have 

dimensions analogous to those of biological molecules. By putting together 

different biomolecules to the nanomaterials they can be utilized in medical 

applications for specific functions. For example Gold (Au) nanoparticles 

connected to the shorter segments of DNA, which can be used to sense the genetic 

sequence of a sample. Bandages surrounded with silver nanoparticles are 

achieving popularity for providing faster wound healing with anti-microbial 

protection.  

 Carrying out research in catalysis is one of the most beneficial areas for a 

nanotechnologist. Nanoparticles having a very large surface to volume ratio and is 

inversely proportional to the size of a particle. A number of chemical reactions 
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occur on the surface of the catalyst are due to large surface area of nanoparticle, 

catalyst are more active on the surface as a result chemical catalysis gain more 

remarkable benefits at nanoscale. Therefore Nanoscale catalysts unlock the way 

for several processes to make more efficient and improvement in many chemical 

reactions.  

 Single small sized magnetic nanoparticle has single domain and in 

magnetic nanomaterials the grains communicate with domains. Nanoparticles 

have unique atomic structures with distinct electronic states that give rise to 

special magnetic properties in nanomaterial like Super-paramagnetism, 

Ferromagnetism etc. Magnetic nanocomposites ferrofluids have been utilized for 

high density information storage and magnetic refrigeration. 

 “Nanotech” has come into view as most important research in fields such as 

biomedical sciences and engineering (Bioimaging and Biosensing devices, Drug 

delivery systems, Drug screening technologies, Tissue engineering), Habitat 

(Water purifier, humidity and climate control), Advanced electronic device 

systems (Transistors, Ultra-high definition displays) and food industry (food 

appearance, food texture, food taste, food shelf-life) [5]. Current researches in 

‘nanotech’ are in progress to fulfil the needs of the human being by controlling the 

synthesis, size of nanoparticles, controlling multiple functionalities, assembly of 

nanostructured material, developing and employing innovative theories to design 

novel devices in the field of quantum nano science which is the future of 

nanotechnology. Although magnetism by itself, a very old concept has been in 

investigation for several hundred years, magnetism in nanoparticle 

semiconductors have attracted the attention of several researchers as introduction 

of any new idea unfolds the new mysteries by opening new avenues for never 

ending research. Thus magnetic semiconductors at all the times have proposed 

new challenges with mesmerizing research for the last several years.  

 

1.2 Spintronics 

Spintronics is yet another field of solid state physics which explores the 

capability of exploiting electron’s spins in addition to its charge in transport 

phenomenon requires compatible devices with new hybrid functionalities and 

improved performance [6,7]. The devices known as spintronic devices, are fast 

processing devices having the potential to fulfil the requirements in a wide range 
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of applications with essential features [7,8]. The basic operation in the device is 

based on the spin alignment either ‘up’ or ‘down’ which can be controlled by an 

applied magnetic and electric field. The term ‘spin’ stands for either the intrinsic 

spin of a single electron or the average spin of a group of electrons, manifested by 

the magnetization of a material [9]. By using magnetic field, spin – state can be 

controlled since spin is a manifestation of a magnetic dipole moment. In addition 

to the external magnetic field, external electric fields can also be used to control 

the spin-state, by making the spin-state to flip as per the requirement. Addition of 

the spin degree of freedom to the charge based electronic material enhances the 

capability, performance, storage capacity, compatibility and lowers the 

consumption in conventional electronic devices [10]. 

In electronics, charge carriers electrons and holes are utilized to achieve 

appropriate functional applications, as they are physically transported to carry 

signals and process information. But in case of spintronics, the main aim is to 

combine electron spin and charge to achieve novel material for the same 

applications. Spintronics provides numerous benefits over traditional charge 

carriers based electronics. Adding spin degree of freedom to electrons, imparts 

both magnetic and semiconductor properties in a single device which is expected 

to be non-volatile, multipurpose, high-speed, capable of doing simultaneous data 

processing and storage by consuming less energy [6,10]. Use of electron spin in 

communication can provide several advantages like high speed communication, 

elimination of eddy current losses, elimination of heat in materials due to electron 

transport etc. thereby resulting in massive reduction in power dissipation and 

enhancement of device efficiency. Thus spintronic devices are extensively 

required as future solution to economize the current microelectronic devices. To 

fulfil the production of spintronic devices, it is essential to develop semiconductor 

materials with ferromagnetic ordering at working temperatures well-suited with 

existing semiconductor materials. Two most important conditions are considered 

to select the most potential materials for semiconductors spintronics. First, the 

ferromagnetism in the material should be at suitable temperatures namely Room 

Temperature (RT) or elevated temperature. Second, it would be a major benefit 

for the material in the building-up of potential devices which utilizes both spin 

and charge of electrons [11]. 
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The spintronics materials are mainly classified as: 

 Transition metal oxides 

 DMS compounds 

 Organic compounds 

 Heusler alloys 

 Perovskite compounds 

Spintronics materials based on semiconductor compounds could produce 

superior quality of devices which could unite storage, detection, logical, and 

communication capabilities together on a single matrix to fabricate a 

multifunctional device and can replace numerous conventional components. 

Moreover the semiconductors optical properties are extremely important to 

convert magnetic information into optical signal which can be used in magnetic-

optoelectronic devices. These kinds of ideas creates the diluted magnetic 

semiconductors (DMS) specially an unique and fascinating material which have 

created much eagerness to prepare new DMS material that can merge effortlessly 

with nonmagnetic semiconductors for spin injection [8]. Some DMS materials 

have been studied quite intensively due to their multifunctional application based 

properties, especially in magneto-optic, (blue/UV) light-emitting diodes, solar cell 

windows, conductive electrodes etc. [12-14]. However there is a large scope for 

preparing and investigating several other DMS materials. The perception of 

spintronics for improving electronic technology, information storage and devices 

engineering would provide the researcher with a significant solution for 

improving performance, reliability and functionality of the spintronics devices.  

 

1.3 Dilute Magnetic Semiconductors    

Dilute magnetic semiconductors (DMS) are materials having both 

semiconducting and magnetic properties. This type of materials are normally 

prepared by doping a small amount of magnetic impurity into a semiconducting 

host thereby introducing magnetic character in a semiconductor material [15,16]. 

Chemically this can be also expressed as semiconductors produced by replacing a 

fraction of the cation sites by the magnetic metal ions as shown in Figure 1.3. 

DMS materials can have wide range of magnetic properties, from paramagnetism 

to ferromagnetism which depends on the dopant material. DMS materials are 

expected to play a crucial role in materials science and future spintronic devices 
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because of charge and spin degrees of freedom combining together into single 

matrix that can explore the novel properties of the material [17]. 

 

 

Figure 1.3: A) Magnetic semiconductor B) Non Magnetic semiconductor C) 

Dilute Magnetic Semiconductor. 

 

The most common DMS materials are II-VI (CdTe, ZnSe, CdSe, Cds,etc.), 

IV-VI (e.g. PbTe, SnTe) and III-V (e.g. GaAs, InSb) semiconductors doped with 

transition metal ions (Ti, V, Cr, Mn, Fe, Co, Ni, Cu) and rare earth metal ions like 

(Eu, Gd, Er, Sm) as magnetic dopant ions in the material [18]. Transition metal 

ions having partially filled ‘d ’ levels and rare earth metal ions having partially 

filled ‘f ’ levels are responsible for magnetic behaviour in the DMS materials. 

DMS materials with suitable ferromagnetic semiconductor properties would be 

promising materials that would meet the requirement of perfect materials for 

spintronics [19]. 

These materials eventually form an appealing topic for research due to the 

following reason:  

a. These materials could be used to fabricate single chips capable of using in a 

multifunctional instrument that could perform combined functions of storage, 

detection, logic and communication, replacing a sizable group of components.  

b. These materials possess useful optical properties that are of great interest and 

could help in converting magnetic information into an optical signal.  

c. DMS material can be used as spin polarised magnetic semiconductor material 

that efficiently allows spin-polarized carriers to be introduced, transported, and 

manipulated in semiconductor structures in realistic spintronic applications. 
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Thus it can be seen that DMS materials have the capability to provide new 

and innovative areas of application not perceived earlier. From the published 

reports on such materials, one can visualize that these materials could be prepared 

from various oxide materials that are known to possess semiconducting 

properties.  

Oxides semiconductors like ZnO, TiO2, In2O3, SnO2, CuO etc. exhibit a wide 

band gap and possess unique properties due to existence of native defects, being 

transparent in the visible region [20]. Therefore doping these oxides with 

transition metals and rare earth metal ions such as Co, Mn, Fe, Ni, V, Eu, Gd, Er, 

Nd etc. and investigating their fascinating properties in view of emerging 

spintronics applications has originated as a new research area of enormous interest 

among present day researchers [20,21]. Moreover, these oxide materials show 

wide variety of magnetic behaviour from diamagnetism, paramagnetism to 

ferromagnetism related to the type and concentration of the dopant material. All 

these unique properties arise from the strong exchange interactions between the 

charges, orbital, lattice, and spin degrees of freedom in these materials. 

  

1.3.1 Some Advantages of Oxide DMS Materials  

 Wide energy band gap makes it suitable for applications with short     

wavelength light.  

 Shows superior magnetic and electrical properties.  

 Ability to grow material even at lower temperatures.  

 Ecological safety, durability and low cost with high efficiency.  

 

1.4 Materials For Research Work  

1.4.1 Zinc Oxide (ZnO) Structure And Properties 

Zinc oxide is an inorganic compound having formula ZnO, appears as a white 

powder and nearly insoluble in water. Its crystal structure available as wurtzite 

(B4), zinc blende (B3), and rock salt (B1) shown in Figure 1.4.1. The hexagonal 

wurtzite structure is the most stable and exists as n-type semiconductor commonly 

at ambient pressure and temperature. ZnO exists as a hexagonal lattice structure, 

belongs to P63mc space group with lattice parameters a = 0.3296 and c = 0.52065 

nm [23,24]. In ZnO structure each anion is surrounded by four caions at the corner 

of the tetrahedron [22]. In an ideal hcp lattice the c/a ratio is equal to √8/3 [25]. 
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Figure 1.4.1: Stick-and-ball representation of ZnO crystal structures: (a) Cubic 

rock salt (B1), (b) cubic zinc blende (B3), and (c) hexagonal wurtzite (B4). 

Shaded gray and black spheres denote Zn and O atoms respectively [22]. 

 

In solid state science, ZnO is often called as II-VI semiconductor because 

zinc and oxygen belong to the 2
nd

 and 6
th

 groups of the periodic table [26]. ZnO 

has fascinated the researcher’s attention because of its latent spintronic 

applications, as it holds high excitonic binding energy (60 meV) and a quite large 

direct band gap of approximately 3.37 eV at room temperature. The band gap 

corresponding to near ultra-violet region is valuably utilized in manufacturing of 

light emitting diodes and laser diodes [27]. ZnO has several advantages related 

with the large band gap that include higher breakdown voltages, good capacity to 

sustain large electric fields and generation of low electronic noise. ZnO is 

recognized as a fruitful and promising photonic- material in the blue-UV region 

[28]. 

Zinc Oxide nanoparticles enjoy good properties such as high refractive index, 

high thermal conductivity, antibacterial and UV-protection properties. ZnO can be 

utilized in some products to enhance materials properties which include plastics, 

ceramics, glass, cement, rubber, lubricant, paint, ointments, adhesives, pigments, 

food, batteries etc. [29]. 

 

1.4.2 Indium Oxide (In2O3) Structure And Properties 

Indium oxide is a momentous and renowned n-type transparent conducting 

oxide (TCO) semiconductor having direct gap of 3.5 eV [30]. In stoichiometric 

condition In2O3 is an insulator but develop into a high conductive semiconductor 

https://en.wikipedia.org/wiki/Refractive_index
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in its non-stoichiometric condition. In2O3 has cubic bixbyite structure also known 

as c-type rare-earth oxide structure with lattice parameter (a=b=c) of 10.117 A° 

[31]. Over some decades, several investigations have been done on synthesis of 

indium oxide in nanoparticle or thin film form and characterize its structural, 

optical, electrical and magnetic properties. It is important to produce this type of 

material for a wide range of applications such as solar cells, bio-sensors and 

transparent electrode material applications in optoelectronic devices [32].  

 

 

Figure 1.4.2: Cubic bixbyite crystal structure of In2O3 [34]. 

 

In2O3 exists in three different variations classified by space group as I213, 

R3c and Ia3. Among these three space groups In2O3 with Ia3 space group is the 

most widely investigated material both experimentally as well as from the 

theoretical point of view. In2O3 having cubic bixbyite structure contains 80-atoms 

in its unit cell with body centred (bcc) unit cell results in complex structure. It 

includes two types of indium atoms and one type of oxygen atom at Wyckoff 

positions 8b, 24d and 48e respectively [33]. The ‘b’ and ‘d’ sites are preferred as 

cation sites, ‘b’ site cations have six equidistant oxygen anion connected side to 

side, that are found more or less at the corners of a cube with two vacant anion 

positions along the body diagonal in the structure as shown in Figure 1.4.2. The 

position of the ‘d’ site cations is synchronized with six oxygen anions at three 

different distances, positioned near the corners of a cube having two empty ions 

with one face diagonal. The two types of indium atoms are enclosed by oxygen in 

octahedral and trigonal coordination respectively [33,34]. 

In2O3 can be prepared as nano spheres, nano wires, nano rods [35-38] and 

have a significant interest because of good sensing properties [39]. A promising 
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way to enhance the sensitivity is by reducing the particle size in the nanometer 

range and In2O3 also shows good optical, electrical and magnetic properties. 

Reduction in crystallite size maximizes the surface area which is important for the 

gas adsorption and reaction. In addition, with decreasing crystallite sizes high 

number of grain boundaries and potential barriers increase the resistance of the 

sensing layer. However, it is difficult to prepare In2O3 nanoparticles from any 

method of sample preparation, due to the high degree of agglomeration and 

unequal particle morphology. In current investigations auto-combustion process 

has been employed to prepare nano In2O3 powder having minimal agglomeration. 

 

1.4.3 Copper Oxide (CuO) Structure And Properties 

Copper oxide or CuO is also called black copper or cupric oxide. It is 

available in the most stable form of oxidised copper and belongs to the 

monoclinic crystal structure with space group C2/c as shown in Figure 1.4.3. The 

Cu vacancy in CuO makes it a p-type semiconductor and has narrow band gap 

[40]. Each atom in CuO has four nearest neighbours and in (110) plane has Cu 

atom linked with four nearly co-planar oxygen atoms at the corner in the 

monoclinic structure. The lattice constants a = 4.6837, b= 3.4226, c=5.1288 and 

the interfacial angles are α = γ = 90ºand β = 99.54º [41]. A pure cupric oxide is a 

black solid having density of 6.52 g/cm
3
 also has a high melting point of 1201 ºC 

and is insoluble in water. CuO have large solar absorbance and a partial 

transparency in the visible range [42].  

 

 

Figure 1.4.3: Monoclinic crystal Structure of CuO [43]. 
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CuO are been investigated for its use in photo electrochemical (PEC) cells 

and in dye sensitized solar cells also used in manufacturing fibres, ceramics 

materials and for welding fluxes [44]. It can be used as a colour in ceramics 

utensil to produce blue, red, and green and sometimes grey, pink, or black glazes. 

Copper (II) oxide has a wide application that can be used to produce dry cell 

batteries and can also be used in wet cell batteries as cathode. CuO have attracted 

much scientific interest due to its interesting size-dependent on chemical and 

physical properties and also in the spintronic applications. These advantages make 

CuO as an appropriate compound for novel studies and to set up its applicability 

as a material of solar cell because of its photoconductivity and photoelectric cell 

properties. 

 

1.5 Basics of Magnetism 

Magnetic behavior normally depends on the ordering of the spin in the lattice, 

categorized as diamagnetic, paramagnetic, ferromagnetic, antiferromagnetic and 

ferrimagnetic. 

 

1.5.1 Diamagnetism  

Diamagnetic materials normally can be described by its magnetic 

susceptibility (χ) which has small and negative value of magnetic susceptibility 

(χ). This type of magnetism arises due to distorted electron orbital rotating motion 

about the nuclei which is produced by an application of external field. 

Diamagnetic material obeys "Lenz law", the induced current generates a magnetic 

flux which opposes change producing external magnetic field. The negative 

susceptibility of the magnetic material signifies that the magnetization has taken 

place in the reverse direction of the applied magnetic field. Magnetic dipole 

arrangements for a diamagnetic material in the presence or absence of applied 

magnetic field are shown in Figure 1.5.1. The diamagnetic atoms or ions have 

zero resultant magnetic moment due to completely filled orbital shells. Some 

examples of diamagnetic materials are copper, silver, gold, zinc, alumina and 

mercury etc. [45]. 
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Figure 1.5.1: Spin alignment representation in a Diamagnetic material without 

external field and with external field. 

 

1.5.2 Paramagnetism  

Paramagnetic material includes atoms or ions whose spins are arbitrarily 

oriented in their surrounding as shown in Figure 1.5.2. In presence of an external 

magnetic field the spins gets oriented in the direction of the applied magnetic field 

resulting a weak magnetization as shown in Figure 1.5.2. The magnetic 

susceptibility (χ) of paramagnetic materials is positive and has small 

susceptibility. The spin gets different orientations and the susceptibility obeys the 

Curie law at some finite temperature. Some examples of paramagnetic materials 

are potassium, manganese, rare-earth elements, alkaline earth materials etc. [46]. 

 

 

Figure 1.5.2: Spin alignment representation in Paramagnetic material without 

external field and with external field. 
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1.5.3 Ferromagnetism  

In ferromagnetic material the atomic magnetic moments are lined up parallel 

to each other as displayed in Figure 1.5.3 (a). The parallel assemble of spins in 

one direction is attributed to the positive and strong interaction between them. 

Ferromagnetic susceptibility (χ) is in the range of 10
3
 - 10

6
 H/m. Ferromagnetic 

material does not generally exist in magnetized state but presents in a 

demagnetized state. The interior block of ferromagnetic material is separated into 

various magnetic domains. Moreover each of the domains is spontaneously 

magnetized and the magnetizations directions of the domains are random. In 

presence of external magnetic field, the magnetization of the material enhances 

until it attains its saturation value (Ms) as shown in Figure 1.5.3 (b). Examples of 

ferromagnetic materials generally include iron, cobalt, nickel and several alloys 

[47]. These types of materials have Curie temperature Tc which is the temperature 

at which there is a transition from ferromagnetic to paramagnetic state as shown 

in Figure 1.5.3 (b). 

 

 

Figure 1.5.3: (a) Spin alignment representation in a ferromagnetic material 

without external field and with external field (b) Magnetization curve for 

ferromagnetic material and Variation of spontaneous magnetization Ms with 

respect to temperature. 

 

1.5.4 Antiferromagnetism 

Antiferromagnetic materials have weak magnetization, positive and small 

magnetic susceptibility (χ). In these types of materials the magnetic atomic 
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moments are distributed among two sub lattices. The moments have equal 

magnitude but arranged in antipararalled way to each other. The total magnetic 

moment of antiferromagnetic material is zero as shown in Figure 1.5.4. The 

antiferromagnetic materials are temperature dependable and characterized by a 

kink in the magnetic susceptibility curve. This kink point is termed as Neel 

temperature displayed in Figure 1.5.4. Below Neel temperature the spin magnetic 

moments are antiparallel whereas above this point spins are randomly oriented 

and the material becomes paramagnetic. Some general examples of 

antiferromagnetic materials having antiferromagnetic ordering are MnO, FeO, CoO 

and NiO [48]. 

 

 

Figure 1.5.4: Spin alignment representation in an Antiferromagnetic material and 

Variation of 1/χ with respect to T in antiferromagnetic material. 

 

1.5.5 Ferrimagnetism 

In case of ferrimagnetic materials, the magnetic ion takes up two dissimilar 

kinds of lattice positions. The total magnetic moments of the two positions are 

oriented in reverse directions and are unequal in magnitude as displayed in Figure 

1.5.5. This could occur from the fact that either the ions has different magnetic 

moments in building the ferrimagnetic materials or the number of atoms with 

unusual single spin direction is formed which are in the opposite spin direction. 

Such magnetization is generated without applying any external magnetic field. 

This magnetization it is termed as spontaneous magnetization (Ms) [49]. By 

enhancing the material temperature, the spins are distressed by thermal agitation, 

which is accompanied by a decline in spontaneous magnetization and disappears 

at Neel temperature as shown in Figure 1.5.5. 
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Figure 1.5.5: Spin alignment representation in a Ferrimagnetic material and 

Variation of M and 1/χ versus T curves in Ferrimagnetic materials. 

 

1.6 Mechanism of Ferromagnetism In DMS Materials 

When non magnetic semiconductors are doped with magnetic ions the 

exchange mechanisms takes place between the host semiconductor and the 

magnetic ion. The exchange mechanisms can ultimately conclude the magnetic 

behaviour of the material. The exchange mechanisms can be divided into two 

main categories that is direct and indirect mechanism. The indirect interaction 

mechanism contains four type’s interactions namely double exchange, super 

exchange, RKKY and BMP exchange interactions. These exchange interactions 

are illustrated in the subsequent subsection. 

 

1.6.1 Direct Exchange Interactions 

Direct exchange interaction takes place between the neighbouring magnetic 

atoms which are having overlapping wave function and occur due to columbic 

interaction between the electrons. If the spins are parallel and are directed toward 

the same direction then the exchange interaction energy is positive; on the other 

hand, if the spins are anti-parallel then the exchange interaction energy is 

negative. According to Bethe and Slater premise, when the inter-atomic distance 

is small the electrons utilized their most of the time in between nearby atoms, 

consequently antiparallel alignment and negative exchange offers 

antiferromagnetic contribution as shown in Figure 1.6.1 [50]. If the atoms are far-

away from one another than the electrons utilize it’s time to reduce the electron-

electron repulsion. Parallel alignment or positive exchange interaction provides 

ferromagnetic contribution as depicted in Figure 1.6.1. Usually orbits of doped 
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atoms do not have proper overlapping and cannot build up FM by direct exchange 

interaction. Therefore, indirect mechanisms are useful in constructing magnetic 

semiconductors [51]. 

 

 

Figure 1.6.1: (a) Antiparallel spin alignment for small interatomic distances, (b) 

Parallel spin alignment for large interatomic distances. Simple picture for direct 

exchange interaction: (c) Preferential antiparallel spins alignment, because it 

permits the electrons to jump to the neighbouring site. (d) For parallel spins 

hopping is restrained by the Pauli principle. 

 

1.6.2 Indirect Exchange Interaction 

To elucidate the ferromagnetism in DMS materials numerous indirect 

mechanisms were anticipated. The indirect mechanism includes RKKY 

interaction, Super exchange, double exchange, Bound Magnetic Polarons etc. 

 

1.6.2.1 RKKY Interaction 

Ruderman, Kittel, Kasuya and Yosida (by Ruderman and Kittel, 1954; 

Kasuya, 1956; Yosida, 1957) Proposed a theory for ferromagnetism and is named 

as RKKY by following their names [52]. This hypothesis was initially originated 

to illustrate the FM in metals, it becomes very important simply when a high 

concentration of free carriers is present in the material. The fundamental proposal 

of RKKY interaction is the pairing of magnetic moments during coulomb 

exchanges through band electrons explained by the s-d Kondo Hamiltonian, 

ensuing from the second-order perturbation. The exchange energy of the pairing 
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depends on the exchange integral of the s-d interaction and on the density of states 

of the free carriers at the Fermi level. The original RKKY study reviled that the 

RKKY exchange coefficient j fluctuates from positive to negative via changing 

ion separation from the localized moments and creates damped oscillatory 

character. Therefore, the magnetic coupling can be ferromagnetic or anti-

ferromagnetic depending on the separation between ions pair [53].  

 

1.6.2.2 Super Exchange 

Super-exchange interaction occurs in those materials which are having 

coupling of nearest-neighbour by sharing cation as shown in Figure 1.6.2.2. This 

type of mechanism appears after the virtual hopping of carriers between the fully 

occupied p orbitals of anions and the d orbitals of the magnetic cations. To occupy 

the same p-level with the electrons from both nearby atoms and should be having 

opposite spins to trail the Pauli exclusion principle [54,55]. As a result, anti-

ferromagnetic coupling of nearest-neighbor cations is produced by sharing an 

anion. This mechanism is perfectly fited for ionic solids such as transition metal 

oxides [56]. In case of transition metal ions the orbital’s bonding are produced by 

3d electrons in atoms and the 2p valance electrons of the diamagnetic oxygen. The 

sp-d hybridization generates the super-exchange interaction in II-VI DMS because 

of spin-spin interaction [57]. 

 

 

Figure 1.6.2.2: Schematic diagram of the four virtual transitions representing the 

superexchange ion-ion interaction. 



18 

 

1.6.2.3 Double Exchange 

The double exchange mechanism occurs through coupling or paring of 

magnetic ions in different oxidation states by jumping of an electron from one ion 

to another ion and interaction with p-orbital is expressed as double exchange 

interaction shown in Figure 1.6.2.3 [58]. In this mechanism, there is no 

requirement of spin flips and it is dynamically good if both the ions have an 

equivalent magnetic structure. This method of exchange interaction is suitable to 

clarify the magnetism in spinel structure, manganite and Mn perovskites. 

 

 

Figure 1.6.2.3: Systematic diagram of double exchange mechanism. 

 

1.6.2.4 Bound Magnetic Polarons (BMP) 

The BMP mechanism for long-range ferromagnetic ordering fails to elucidate 

the ferromagnetism by the mediation of free charge carriers, mainly when the 

charge carrier concentration is low and where ferromagnetism is seen at high 

temperature. In DMS materials many localized spins are due to the dopant 

transition metal ions which interact with a less number of weakly bound charge 

carriers. As a result, the magnetic moment gets polarized to produce significant 

magnetic moments in the donor/acceptor impurities area and is identified as 

bound magnetic polarons [59]. The fundamental idea of bound magnetic polarons 

is demonstrated in Figure 1.6.2.4. The polarons size enhances with decrease in 

temperature. Therefore, the contact and amount of overlapping between neighbour 

polarons boosts and the possibility of interaction with the dopant magnetic ions 
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results in forming polaron clusters which also gets increases. A ferromagnetic 

transition takes place when the cluster size of polaron is similar to that of the 

sample. This model explains the magnetism having low carrier density and can be 

relevant to both p- and n-type host materials [60]. In addition, the BMP model 

approach is the reverse to the mean field Zener model which talks about the 

carriers as quasi-localized states in an impurity band. The ferromagnetism is 

sorted out by donor electrons related to the defects such as oxygen vacancies to 

form bound magnetic polarons, which overlap to produce a spin – split band [61].  

 

 

Figure 1.6.2.4 Systematic diagram of Bound Magnetic Polaron model [62]. 

 

1.7 Literature Review  

Last two decades has seen a tremendous increase in research in the field of 

dilute magnetic semiconductor (DMS) materials. Currently lot of research work is 

going on DMS and especially on Oxide based DMS materials. Several reports are 

being published by researchers on the existence of room temperature 

ferromagnetism in DMS materials using different models.  

A. Vanaja et.al. studied the structural, optical properties of Co doped ZnO 

Nanoparticles using Sol-gel method and found crystalline sizes of pure and Co 

doped ZnO to about 10.34 nm and 23.58 nm calculated from XRD data, SEM 

images showed sphere-shaped images due to the consequence of Co doping. 

Further FTIR spectra verify the presence of fundamental bands, the band gap 

decreases with increase in Co
2+

 concentration. Therefore, sol gel synthesis could 
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be considered as a successful synthesis to modify the properties of ZnO 

nanoparticles [63]. N. Mohamed Basith et.al. investigated the structural, 

morphological, optical, magnetic and antibacterial activity of Co-doped ZnO 

nanoparticles by using facile and rapid microwave-assisted combustion method. 

The XRD data calculation reviled that crystallite size varies in the range of 19 - 24 

nm. SEM analysis shows that the morphology changes from grains to 

nanoparticles having hexagonal-like shape structure. Optical band gap decreases 

with increasing Co doping levels from 0 to 2.0 wt%, which is mainly attributed to 

the d-d transitions. PL spectra show a strong green emission band, RTFM is 

explained on the basis of BMP (Bound Magnetic Polarons) model. Antibacterial 

studies show that for higher Co-doped ZnO nanoparticles possess the most 

antibacterial effect [64]. R. Elilarassi et.al. studied the effect of Co doped ZnO 

nanoparticles on its structural, optical and magnetic properties synthesized using 

auto-combustion method and revealed the formation of hexagonal wurtzite 

structure without any secondary phase using XRD analysis. PL measurements 

show the UV, violet and orange-red emissions. The red shift in the UV emission 

may be attributed mainly because of the exchange interactions (sp–d exchange 

interactions). All the Co-doped samples exhibit ferromagnetism at room 

temperature [65]. V. Rajendar et.al. investigated the consequence of Co doped 

ZnO nanoparticles on its structural and magnetic properties prepared by Novel 

Combustion Synthesis and reviled that the crystallite size are in the range of 28 

nm to 26 nm for the pure and Co doped ZnO nanopowder respectively calculated 

using XRD data. The magnetic measurements indicate that two magnetic phases 

were present, with a ferromagnetic phase dominating at high temperatures [66].  

F. Ahmed et.al. studied structural and magnetic study of Co-doped ZnO (Zn1-

xCoxO, x= 1, 3, 5, 7, 10%) nanoparticles synthesized by auto combustion method 

and revealed that all the synthesized Co-doped ZnO samples shows the presence 

of wurtzite structure without any secondary phase through XRD analysis. The 

TEM results revealed that the prepared Co-doped ZnO nanoparticles are nearly 

spherical in shape with particle size <50 nm. PL spectra of all the samples showed 

blue and green bands at 448 and 532 nm, respectively. Magnetic measurements 

studies conclude that the all Co doped samples showed room temperature 

ferromagnetism [67]. M. Ram et.al. synthesized Zn1-xCoxO (x = 0,1,3 and 5%) 

using combustion method and studied the structural, microstructural and raman 
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spectroscopy. X-ray analysis confirms the formation of single phase nanoparticles 

and crystallite size were found to decrease with increase in Co concentration. 

Some organic impurities are observed in Co doped ZnO nanoparticle FTIR 

spectra which indicate that they are probably near surface impurities. Raman 

studies reveal wurtzite type hexagonal structure as all the prominent modes are 

present including its finger print mode at 439 cm
-1

 [68]. T.M. Hammad et.al. 

studied the effect of Co-doped ZnO nanoparticles on its structural, optical 

properties synthesized using combustion method and revealed that there is 

variation in XRD peaks which increase by Co concentration. It is shown that the 

average particle size decreases with increase in Co Content. The band-gap 

enhances from 3.32 eV to 4.12 eV due to the blue shifts of wavelength [69].  

Nadia et.al. investigated structural, optical and magnetic properties of ZnO 

particles doped with Co using co-precipitation method and showed the formation 

of hexagonal structure from X-ray diffraction patterns without any secondary 

phase. The optical band gap decreases with increasing Co doping concentrations, 

indicating a clear red shift. All samples were found to exhibit room-temperature 

ferromagnetism [70]. M. A. Shafique et.al. investigated cobalt doping effect ZnO 

nanoparticles on its structural, optical, and magnetic properties using Co-

precipitation method and revealed that for lower doping concentration no 

secondary peaks were observed but additional phases were present for higher 

doping confirmed through XRD data. Moreover VSM studies showed presence of 

room temperature ferromagnetism also revealed doping proportional properties 

[71]. A. Parra-palomino et.al. synthesised and characterised undoped and Fe 

doped ZnO nanoparticles (x = 0,1,3,5,8,10 %) using sol-gel technique and average 

crystallite size was found in the range of 11-13 nm. FT-IR analysis of the sample 

suggests the absorption of acetate species. Room Temperature squid analysis 

suggested that for x = 0.08 exhibits paramagnetic behaviour at high magnetic field 

[72]. S. Khatoon et.al. studied the optical and magnetic properties of Ni-doped 

ZnO nanoparticles and reviled that average particle size is of 23 nm, 14 nm and 12 

nm respectively for 3.9, 8.3 and 12.4 weight %, Optical reflectance measurements 

showed an energy band gap of 3.27 eV, 3.2 eV and 3.15 eV, respectively, which 

decreases with increasing Ni content. All these samples show paramagnetic 

behavior with weak antiferromagnetic interactions [73]. J. K. Salem investigated 

structural and optical properties of Ni (0 %, 1 %, 3 % and 5 %) of Ni -doped ZnO 
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micro-spheres and showed that the crystallites in a wurtzite structure having size 

around 4–11 nm was estimated using XRD analysis. HRTEM micrograph shows 

the existence of spherical nanoparticles with 4 nm average diameters. The band 

gap decreases from 3.55–3.36 eV with Ni doping due to red shift which could be 

associated to the induction of Ni ions in the ZnO lattice [74]. J. Jadhav et.al. 

studied the structural and morphological properties of ZnO and Ni-doped ZnO 

(Zn1-xNixO x = 0.01 to 0.05) and calcined at 400°C in ambient air reviled that 

crystallite size were found out to be 12 nm, 8 nm and 10 nm respectively using 

debye scherrer’s formula. HRTEM images clearly show high crystalline order of 

nanoparticles having particle size in the range of 15- 18 nm. FTIR spectra of 

undoped and Ni-doped ZnO samples calcined at 400°C in ambient air shows Zn-O 

stretching 430-650 cm
-1 

and 650 ,651 to 660 cm
-1 

for Ni-doped ZnO. From VSM 

analysis it was observed that the resultant coercivity value decreases with the 

increase in the annealing temperature [75]. M. Bordbar et.al. studied the Optical 

and photocatalytic properties undoped and Mn-doped ZnO nanoparticles 

synthesized by hydrothermal method with the effect of annealing temperature and 

reviled that the average particle size range was in the range of 15-30 nm from 

SEM and XRD analysis. FTIR revealed that peaks at 450- 500cm
-1

 corresponds to 

Zn-O stretching vibration. The band of Mn-doped ZnO nanoparticles gap was 

found to increases and decrease upon increasing annealing temperature. 

Photocatalytic activity of Mn-doped ZnO has been attributed to the increase of 

surface-to-volume ratio, mean grain size, oxygen defects density and increase 

band gap relative to undoped ZnO [76]. B. H. Soni et.al. Studied the antimicrobial 

activity of undoped and Mn doped ZnO nanoparticles (with Mn content: 5 mol%, 

10 mol% and 15 mol %) synthesized by microwave irradiation for 20 sec at 720 

watt and reviled that EDAX spectrum analysis showed the purity of the samples 

with no contaminants in the prepared samples and TEM image concluded that the 

particle size decreases with the increase in Mn concentration. Selected area 

electron diffraction pattern (SAED) showed the ring pattern which confirms the 

polycrystalline nature of the nanoparticles and reflecting planes corresponds to the 

wurtzite structure of the nanoparticles. The enhanced Bioactivity of undoped and 

Mn doped (with Mn content: 5 mol%, 10 mol% and 15 mol%) ZnO nanoparticles 

dispersed in methanol medium are attributed to the higher surface area to volume 

ratio due to higher dispersion compared to water medium [77]. X. Wu et.al. 
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prepared Fe Doped ZnO nanoparticles using hydrothermal synthesis and studied 

the optical and magnetic properties. These studies reviled that Fe
 
has

 
successfully 

substituted in Zn lattice site confirmed via XRD analysis and also produce single-

phase Fe Doped ZnO nanoparticles. The Raman spectra of the Fe Doped ZnO 

nanoparticles shows red shift, the UV emission and photoluminescence spectra is 

annihilated with the increase of Fe
3+

 concentration. All doped samples at room 

temperature showed ferromagnetic natures [78]. T. A. Abdel-Baset et.al. studied 

the structural and magnetic properties of Zn 1− x Fe x O (x = 0, 0.02, 0.04, 0.06, 

0.08, and 0.1) using co-precipitation technique and reviled that by increasing 

concentration of the iron ion the particle size decreases within the range 31.4 nm - 

29.2 nm . Magnetic measurements showed that declining in particle size enhances 

the ferromagnetism volume fraction [79]. 

M.S. Alshammari et.al. studied the Ferromagnetic ordering in Fe-doped In2O3 

powder using solid state reaction method and reviled that Fe ion has successfully 

integrated in to In3 positions of In2O3 lattice with single phase cubic structure 

analyzed using XRD peaks. The magnetic measurement shows that sample has 

ferromagnetic ordering at room temperature. It was established that the saturation 

magnetization increases with Fe content, while the coercivity is independent of 

Fe. XPS results illustrate the existence of oxygen vacancies. Intrinsic defects 

provoked by the replacement of Fe ions into In position and are the most probable 

reason for having ferromagnetism in the material [80]. R.R. Ma et.al. investigated 

the consequences of oxygen vacancy and local spin on the ferromagnetic 

properties of Ni-doped In2O3 nanoparticles and reviled that ferromagnetism was 

obtained at room temperature in Ni-doped In2O3 nanoparticles using a solid-state 

reaction method with vacuum annealing process. XRD, and FC/ZFC 

measurements showed that there was no secondary phase present within the 

measured sensitivity in vacuum-annealed samples. The outcome indicates that 

oxygen vacancy and local spin are two crucial factors affecting the initiation of 

long-range ferromagnetic coupling in Ni-doped In2O3 samples [81]. B. Shanmuga 

Priya et.al. studied the hydrothermal synthesis of Ga-doped In2O3 nanoparticles 

and its structural, optical and photocatalytic properties synthesized using simple 

hydrothermal method and reviled the formation of single cubic crystal structure 

along (222) reflection plane using XRD analysis, the crystallite size decreases 

with increasing Ga concentration. The morphology transforms from irregular into 
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defined porous spindle-like nanostructure having particle size distribution of 9 to 

18 nm, SAED patterns prove the good crystalline nature of the material. XPS 

results established that the doped gallium ions are in 3+ states. Band gap increases 

from 3.40 eV to 3.45 eV with increases in Ga doping, photoluminescence spectra 

showed violet, blue and green emissions. It is found that Ga-doped In2O3 

nanoparticles exhibited good photo-catalytic activity by absorbed photo-excited 

electrons [82]. J. Chandradass et.al. studied structural, microstructural, magnetic 

properties of indium oxide nanoparticles and showed that prepared nanoparticles 

size is in the range of 12 nm calculated from XRD data. Material has Single-phase 

cubic structure shown by FTIR and Raman studies. Samples showed diamagnetic 

magnetic behaviour of indium oxide nanoparticles, from UV spectra the optical 

band gap energy was found to be 4.03 eV [83]. N. Sai Krishna et.al. studied the 

structural, optical, and magnetic properties of Iron doped Indium oxide 

nanoparticles with x = 0.00, 0.03, 0.05, and 0.07 were prepared using solid state 

reaction and annealing process and reviled that the saturation magnetization 

enhanced from 11.56 memu/g to 148.64 memu/g with the increase in Fe content 

from 0.03 to 0.07, suggesting room temperature ferromagnetism in (In1-xFex)2O3 

powders and room temperature ferromagnetism was explained using F-centre 

model [84]. P. Vomácˇka et.al. studied the catalytic degradation of Rhodamine B 

of tin doped copper oxide nanoparticles and reviled that samples were 

successfully synthesized at a low temperature via simple one-pot method. Sample 

showed gradual narrowing of CuO nanoparticles in the (010) direction analysed 

using XRD data, red shift of a band gap from 1.33 eV to 1.18 eV was observed by 

increasing Sn ions. Sn doping showed appearance of a new reactive surface 

species that were responsible for higher degradation efficiency [85]. M. Ponnar 

et.al. studied the influence of Ce doping on CuO nanoparticles prepared by using 

microwave irradiation method and the XRD analysis reviled that the sample 

posses monoclinic structure and the crystallite size increases with Ce 

concentration. Band gap decrease in with an increase in Ce content in the sample. 

The photoluminescence spectrum shows that Ce doped samples produces red 

colour radiation which may be helpful in optoelectronic devices. FT-IR and EDS 

analysis also trace of Cu, Ce, and O which are definitely present in the samples 

without any other impurity. Transformation of morphology is seen from TEM 

micrographs from spherical to rod-like structure with some defects. VSM analysis 
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shows that for higher Ce concentration doped in CuO samples the magnetization 

and coercivity decreases [86]. R.O. Yathisha Studied the effect of Zn
2+

 doping on 

optical and electrical properties of CuO nanoparticles prepared via microwave 

combustion method and reviled that Zn
2+ 

ions have been substituted in CuO lattice 

with secondary phase above 8 mol% of Zn
2+

 doping content confirmed by XRD 

analysis. The FE-SEM, EDAX images shows the structural change that is due to 

the effect of Zn doping and confirmed the presence of Zn
2+

 ions in CuO lattice. 

Band gap decrease due to incorporation of Zn
2+

 ions in the CuO matrix. I-V 

characteristics investigation shows the dependency on the conductance and 

percentage of Zn
2+

 ions concentration in the CuO lattice. Therefore, the energy-

gap and conductance of Zn-CuO nanoparticles has very potential use in the field 

of solar cells and optical devices [87]. N. Sharma et.al. studied weak 

ferroelectricity and ferromagnetism in Mn doped CuO nanostructures (x= 0 , 0.03 

,0.05 ,0.07 ) synthesized by the hydrothermal method and reviled the single 

monophasic phase formation for all samples confirmed from XRD pattern. 

FESEM images analysis show that the particle size dwindles from 116 to 40nm by 

enhancing the Mn concentration from x=0 to x=0.07 in CuO lattice. Polarization 

versus Electric field loops curves exhibit the conquer behaviour of capacitance for 

all samples. Additionally the value of dielectric constant reduces by increasing 

Mn concentration. M–H curves indicates the ferromagnetic behaviour upto x=0.03 

sample and afterward sample showed paramagnetic behaviour that is for x=0.05 

and x=0.07 sample [88]. N. Mohamed Basith studied the effect of Ni doped CuO 

nanoparticles on its structural, morphological, optical, and magnetic properties 

prepared via rapid microwave combustion method and reviled that formation of 

pure CuO monoclinic phase with Ni content up to 2.0wt%. The crystallite size 

varies from 20–26nm confirmed from X-ray diffraction patterns. SEM analysis 

shows the formation of self- aggregated nanoparticles. The optical band gap was 

found to increases from 3.9eV to 4.3eV with increasing Ni content which is due to 

the d-d transitions. PL spectrum displayed strong green emission band indicating 

increased density defects for Ni-doped CuO nanostructures. Samples exhibit a 

ferromagnetic behaviour at room temperature which is dependent on Ni doping 

concentration and the room temperature ferromagnetism which is caused by the 

intrinsic defects [89]. B. Anand et.al. prepared Ni doped CuO nanoparticles using 

Chemical precipitation synthesis and investigated optical and structural properties. 
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The XRD studies showed the formation of single monophasic phase Ni doped 

CuO nanoparticles. Increase in band gap was observed in Ni doped CuO 

nanoparticles because of quantum size effect. The vibration bonds for Ni doped 

CuO were observed using FT-IR spectra in the range from 400 cm
-1

 to 4000 cm
-1

. 

SEM images showed non-uniform distribution of particles having some single 

particles with some clustered particles. The particle size was directly measured by 

TEM images which show nearly asymmetrical round shape particles [90]. 

Thus the published reports do not provide appropriate information about the 

correlation involved in the band gap variation, thermopower, resistivity, dielectric 

mechanism, magnetic variation etc. with the doping concentration of the magnetic 

ions. Hence an appropriate study on these materials was felt necessary to highlight 

the bridge gaps that were existed in these studies. With this motivation oxide 

based DMS nanomaterials were prepared and investigated for structural, optical, 

magnetic and electrical properties. 

 

1.8 Aim And Objective of The Research Work  

The conclusion drawn from the literature review of large number of research 

publication was that majority of the researcher have done research on either a 

single or few samples with low dopant concentrations in order to investigate the 

material properties. The work illustrates crumbling of findings that cannot be 

applied for large set of samples. As a result, large series of three different types of 

doped oxide samples with varying dopant concentrations was prepared, to 

understanding and explore the knowledge and interactions underlying the novel 

properties exhibited by these materials. In the current investigations nanoparticle 

DMS materials such as Co doped ZnO, Nd doped In2O3, Ni doped CuO were 

prepared by a simple method of materials preparation to investigate their 

structural, optical, electrical and magnetic properties. 

Nanoparticles of Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-x)NdxO3 (x =, 

0.10, 0.15, 0.20), Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) were 

prepared using auto-combustion method of sample preparation. The final exertion, 

explanation to investigative results and conclusions are presented in this thesis 

which includes eight chapters. 
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1.9  Organization of The Thesis 

  The content of the eight chapters included in the thesis is as follows:  

 

 Chapter 1: Introduction 

 The introduction chapter is focused on preliminary topics like 

nanomatreial and nanotechnology, magnetic nanoparticles, dilute magnetic 

semiconductor, spintronics and origin of magnetism in dilute magnetic 

semiconductor. It includes a brief discussion on the properties of ZnO, In2O3 and 

CuO nanomaterial. This chapter also includes in-depth literature review on 

research work reported by researchers on DMS materials in nano form. Aim and 

objective of the work is also included in this chapter. 

 

 Chapter 2: Preparation of nanomaterials  

This chapter consists of detailed information on various method of sample 

preparation which has been employed by various researcher to prepare dilute 

magnetic semiconductor nanoparticles material. Moreover a comprehensive 

procedure engaged in auto-combustion synthesis route to prepare Co doped ZnO, 

Nd doped In2O3 and Ni doped CuO nanoparticles having chemical formula Zn(1-

x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-

x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) is also illustrated in this chapter. 

 

 Chapter 3: Characterization and Property measurement techniques  

This chapter provides a brief description of several investigative methods and 

instruments used for characterization and to study optical, magnetic and electrical 

properties of the materials. This chapter also includes basic principle and the 

standard procedure engaged in utilizing these sophisticated techniques. 

 

 Chapter 4: Characterization  

This chapter unfolds all the data that has been recorded using characterization 

techniques such as XRD, SEM, TEM, EDAX and FTIR, discussed carefully for 

all the prepared samples. It showcases the influence on structural parameter of 

Co
2+

 ions in ZnO matrix, Nd
3+

 ions in In2O3 matrix and Ni
2+

 ions in CuO matrix 

respectively. The results obtain from Rietveld refinement of XRD data of all the 

prepared samples, structural parameter estimated from XRD data such as 
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crystallite size, lattice parameter, cell volume etc. is given in this chapter. The 

crystallite size of all the prepared samples was calculated using Williamson-Hall 

method.  

Monophasic wurtzite structure of Zn(1-x)CoxO (x=0.05, 0.10, 0.15, 0.20) 

nanoparticles was confirmed from XRD data [JCPDS-79-2205]. The crystallite 

size‘t’ shrinks from 25 nm to 17 nm and lattice parameter (‘a’ and ‘c’) was found 

to increase with the increase in Co
2+

 content. Development of single phase pure 

cubic bixbyite structure of In(2-x)NdxO3 nanoparticles with (x = 0, 0.10, 0.15 and 

0.20) was confirmed from X-ray diffraction data [JCPDS card no. 71-2195]. 

Lattice constant ‘a’ and Cell volume ‘V’ was found to increase with increasing 

Nd
3+

content in the sample. The crystallite size ‘t’ initiate to reduce from 52nm to 

44nm with increase in Nd
3+

content. Construction of monophasic monoclinic 

crystalline structure of Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) was 

confirmed from X-ray diffraction data [JCPDS card no. 65–2309]. Lattice 

constant ‘a’, ‘b’, ‘c’ and Cell volume ‘V’ was found to decrease with increasing 

Ni
2+

content in the sample. The crystallite size ‘t’ decrease from 78 nm to 48 nm 

with increase in Ni
2+

 concentration. This XRD analysis of all the prepared 

samples suggests that Co
2+

, Nd
3+

 and Ni
2+

 ions have successfully substituted at 

Zn
2+

 , In
3+

 and Cu
2+

 site in ZnO, In2O3 and CuO matrix. 

The surface morphology of samples was analyzed using SEM and the 

experimental particle size estimation of the prepared samples was done using 

SEM and TEM. Particle size found using TEM micrograph was found to agree 

with the crystallite size calculated using XRD data. The purity and the chemical 

composition analysis of the prepared samples were studied using EDAX. 

Moreover this chapter also gives supporting structural analysis data of FTIR 

spectroscopy that was utilized for the detection of functional groups present in the 

samples. The detailed analysis of the entire data recorded on the prepared 

nanoparticle samples is presented in this chapter. 

 

 Chapter 5: Optical properties 

This chapter includes recorded data on optical properties such as UV-Visible 

spectroscopy made on Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles as well as Photoluminescence spectroscopy measurement made on 

Co doped ZnO, nanoparticles. UV-Visible spectrum was employed to determine 
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the energy band gap of all the prepared samples. The precise measurements of 

energy band gap were estimated from tauc’s plot by using linear fit regression 

method. The band gap of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles were found to decrease with increase in doping concentration. The 

Photoluminescence (PL) emission spectra of the sample Zn(1-x)CoxO (x = 0.05, 

0.10, 0.15,0.20) obtained at room temperature with an excitation wavelength of 

318 nm established the existence of defects Zn vacancies (VZn), O vacancies (VO), 

interstitial Zn (Zni), interstitial O (Oi), and intermediate levels formed between 

valence band and conduction band due to Co
2+

 substitution at Zn
2+

 positions. 

Photoluminescence decay was analyzed to study the PL lifetime of the defects. 

 

 Chapter 6: Magnetic properties 

This chapter is focused on the magnetic data recorded on the samples. The 

magnetic properties such as magnetic hysteresis (M-H curves) and Field cooled 

and Zero field cooled (FC and ZFC) of Co doped ZnO, Nd doped In2O3 and Ni 

doped CuO nanoparticles were studied using vibrating sample magnetometer. M-

H curves shows that the samples behaves as diamagnetic material at lower 

concentration of doping level and becomes ferromagnetic at room temperature as 

the doping concentration is increased. Further to confirm introduction of 

ferromagnetism in the materials field cooled and zero field cooled (FC and ZFC) 

measurement were done at 500 Oe.  

 

 Chapter 7: Electrical properties 

This chapter explores the data measurements and analysis made on electrical 

properties such as thermoelectric power, DC resistivity, dielectric properties with 

respect to frequency and temperatures and impedance analysis on Co doped ZnO, 

Nd doped In2O3 and Ni doped CuO nanoparticles. Prepared nanoparticles were 

grinded initially and used in a pallets form for all the electric measurements, 

additionally the measurement were done in the range from room temperature to 

500 
o
C. Thermoelectric property of Co doped ZnO nanoparticles showed p-type 

semiconductor behavior for all the Co
2+

 concentrations with a first order transition 

from p-type to n-type behavior at 90
o
C. Seebeck coefficient of Nd doped In2O3 

showed n-type semiconductor behavior for entire temperature range, Seebeck 
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coefficient of Ni doped CuO showed both p-type and n-type semiconductor 

behaviour for different temperature. 

 DC resistivity of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles shows typical semiconductor type of behaviour with decreasing 

nature with increasing dopant concentrations. The activation energy for all the 

samples was calculated using Arrhenius equation from the resistivity plots.  

The dielectric constant was found to decreases with increase in frequency in 

the initial stages and remained almost constant at higher frequency Co doped 

ZnO, Nd doped In2O3 and Ni doped CuO nanoparticles. Dielectric loss frequency 

shows a relaxation peaks in case of all the samples due to resonance phenomenon. 

Impedance analysis of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles showed a semicircular arc signifying the dominating nature of grain 

boundaries resistance in the material. Detailed explanations and discussions on 

these measurements are given in this chapter. 

 

 Chapter 8: Conclusion 

This chapter includes the summary of the entire work taken up for 

investigation. The results obtained and the overall conclusions on the influence of 

Co
2+

 ions in ZnO matrix, Nd
3+

 ions in In2O3 matrix and Ni
2+

 ions in CuO matrix 

on structural, optical, magnetic and electrical properties of the prepared 

nanoparticles are summarized here. Future scope in this research field has been 

also mentioned. 
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CHAPTER 2 

Method of Sample Preparation 

 

2.1 Introduction 

 Sample preparation is one of the most important part of any materials 

research. One can carry out several investigations on structural properties of the 

material to establish the formation of the desired monophasic material. These 

measurements also facilitate to know or evaluate crystallite size, morphology, 

microstructure and chemical composition of the material formed. Since the 

emphasis is on preparation of nanoparticle material and all methods of materials 

preparation do not yield nanoparticles one has to carefully select or narrow done 

on a specific method of sample preparation to get required material. In general 

methodology of preparation of nanaoparticles is broadly classified into two main 

categories i.e. top-down method and bottom-up method. In top-down method the 

material is prepared in bulk using any standard method or readily available bulk 

material is taken and is downsized to nanometer scale by milling to produce 

nanoparticles [1-3]. In bottom-up method the nanoparticles are built up to produc 

the same from atomic level [4-6]. Both the methods of nanoparticle preparation 

play a very important role in this new era of nanotechnology. These different 

approaches/ methods have their own advantages and disadvantages. However the 

later method is more appropriate as it gives rise to quality nanoparticle material 

which evolves by itself from atomic level by assembly of atoms to give rise to the 

required structured material.  

 

2.1.1 Top-to-Down Approach 

 Top-down method is usually based with the bulk material, additionally 

making the bulk material smaller and smaller. As a result breaking up big particles 

by utilizing physical methods such as crushing, milling or grinding [2,3]. 

Normally from top-down route it is very difficult to synthesize uniform shape and 

size nanoparticles. The major obstruction with this approach is the imperfections 

at the particle surface structure which produces noteworthy high impact on 

nanoparticles physical and surface related and other properties. Top-down method 

of materials preparation can harm the crystallographic pattern of nanostructures as 
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well as useful properties of the material. Top-down method is most likely to 

introduce internal stress with surface defects [5,6]. 

 

2.1.2 Bottom-Up Approach 

Bottom-up method brings-up the formation of a material from the bottom, 

atom-by-atom, molecule-by-molecule, or cluster-by-cluster. The bottom-up 

method plays a significant role in the construction and processing of 

nanostructures and nanomaterials. Bottom-up method assures superior chance to 

acquire nanostructures with minimal defects, enhanced homogeneous chemical 

composition with good short and long range ordering. This is because of bottom-

up method which is focused mainly on the reduction of Gibbs free energy, so the 

nanostructures and nanomaterials are produced in a state closer to thermodynamic 

equilibrium state.  

 

2.2 Preparation of Nanoparticle DMS Materials.  

The method of preparation of DMS nanoparticle materials itself has been a 

motivated area of investigation for a long because of their potential use in 

advanced spintronic applications [7]. Numerous reports have been presented on 

different types of methods used for nanoparticle DMS material preparation with 

varying properties. Methods like sol-gel method, co-precipitation method, 

precursor method, Chimie-Douce method, hydrothermal process, plasma 

synthesis, reverse micelle technique, sonochemical method, combustion method 

[8-17] etc. are utilized enormously to prepare numerous types of nanoparticles. 

 

2.2.1 Sol-Gel Method 

Sol-gel method of sample preparation is the multi-step technique comprising 

both chemical and physical processes like hydrolysis, polymerization, gelation, 

condensation, drying and densification respectively. Generally, this route is 

initiated by adding metal alkoxides or salts (in nitrate or acetate forms) in distilled 

water or in an appropriate solvent (normally an alcohol) at elevated temperatures. 

In sol gel method controlling of pH of the solution is significantly important to 

avoid the precipitation and to generate homogenous gel that could be attained by 

the adding base or acidic solutions. Organic compounds with hydrophilic 

functional groups like hydroxides or carboxylates, acid in small proportion such 
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as citric acid, succinic acid, oxalic acid and polymers such as polyacrylic acid 

(PAA) and polyvinyl pyrrolidone (PVP) can be utilized which are used to form 

‘sol’ as well as to control the particle size and the crystalline nature of the end 

products. Chelation of metal ions is done by adding carboxylic acid into the 

solution which gives rise to a uniform distribution to the ions present in the gel. 

Meanwhile the gel is also heated at specific temperature to abolish excess water 

and volatile organic components. This result ultimately gives the dried gel. The 

crystalline nature of monophasic metal oxides is obtained after calcinating the 

dried gel at highly elevated temperatures, the temperature of calcination is 

dependent chemical nature of the precursor [18-21]. 

 

2.2.2 Co-Precipitation Method 

In Co-precipitation method, the required metal cations are taken in from of a 

common medium such as hydroxides, carbonates, oxalates, formates etc. which 

usually gets co-precipitated. These precipitates are consequently calcinated at 

suitable temperatures to give the final product in nanopowder form. The better 

solubility of the precipitates gives high homogeneity and generates low particle 

size. However, this synthesis requires its own special conditions and precursor 

reactions. It is essential to control the solution concentration, pH, temperature and 

swiftness of mixture so as to obtain the end product with innovative properties 

[22-25]. 

 

2.2.3 Precursor Method  

Precursor method of sample preparation has dragged the attention of 

researchers due to the production of nanomaterial with high purity and good 

homogeneity that could be increased by adding cations in the precursor itself. 

Consequently there is decrease in diffusion rate and minimization of the product 

formation temperature. To attain homogeneous product in less time and at low 

temperatures incorporation of constituent cations has to be made on atomic scale. 

This method engages a solid solution with metal ions in the required ratio, 

subsequently decomposing the precursor to give the end product. Precursor 

method is helpful due it produces material with outstanding stoichiometry, 

homogeneity and low impurity content [26-28].  
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2.2.4 Chimie-Douce Method 

This method is an addition to precursor method of sample preparation. This 

process occurs at temperatures less than 500 
o
C, so as to form thermodynamically 

metastable phases. More often new phases are formed with curious structures and 

fascinating properties. The stable structures are gained via calcinations performed 

at higher temperature. This process engages steps like intercalation, in which ions 

are place in the structures that results in decrement of cations in the host material 

via electrochemical method. Reverse intercalation could be also carried out via 

electrochemical method. Intercalation is trailed by taking away the hydroxide 

group, which is achieved by using usual heating methods by maintaining 

temperature below 500
o
C. Fine crystallite sizes of the specimen can be achieved 

upon calcinations at different temperatures. The calcination temperature can affect 

the particle size and other parameters like Curie temperature, dielectric properties, 

resistivity etc. [29-31]. 

 

2.2.5 Hydrothermal Process 

This method of sample preparation is an efficient technique utilized for 

material synthesis and is based on the solubility of compound in hot water under 

high pressure. This technique is based on the fact that numerous oxides are 

soluble in an alkali solution and this method can be suitably applied to prepare 

ferrite materials. The big advantage in this method is that it allows the re-

crystallization of the powder and it can also control the grain size and shapes, 

however this route is not quicker process to synthesize nanomaterial. Growth of 

the crystal is made in a setup having an autoclave that is normally a steel pressure 

vessel, wherein the chemicals are added with distilled water. A temperature 

gradient about 40
o
C is kept at the two different terminals of the chamber 

consecutively to liquefy chemicals at hot terminal. A probable good point of this 

method over other techniques of crystal growth setup is that it owns the capability 

to produce crystalline phases which is unstable at the melting point. Moreover by 

using hydrothermal method the samples having high vapour pressure in the 

vicinity of their melting points can be prepared and by controlling the composition 

of the sample large amount of high quality crystals can be grown [32-35]. 
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2.2.6 Plasma Synthesis 

Plasma synthesis is one of the most efficient method of sample preparation to 

produce good yield nanopowder. It is possible to produce well crystalline 

nanomaterials using 50KW-3MHZ RF plasma torch. High power ball milled 

element powders, less than 10 micron size and desired stoichiometric proportion 

are utilized as metal ions in the plasma. Gas like Argon is employed as plasma gas 

and mixture of argon and hydrogen gas as a plasma stream gas. Precursor powders 

are injected via plasma jet stream by argon and using a carrier gas. Once the 

plasma is generated, air with high pressure is also forwarded in the reactor as an 

oxidizer. This method of sample preparation is highly frustrating and involves 

complicated system [36-38]. 

 

2.2.7 Reverse Micelle Technique 

Reverse micelle procedure is a different method for the production of 

nanoparticles. Unlike other processes this technique can be also used to prepare 

DMS nanoparticles. Wet chemical method is carried out in Reverse micelle, 

where quantity of water is enclosed by surfactant molecules in an excess volume 

of oil which offers good control over size and morphology of the nanoparticles. 

During this process surfactant molecules restrict the particle growth as a result 

control on size and shape of particles are maintained. The basic principle for this 

technique is the use of surfactant molecule which makes aqueous droplet sizes 

stable in a medium having hydrocarbons. Structure of the surfactant and the size 

are capable to create a material with a wide range of grain sizes. It is important to 

maintain the pH and the electrochemical potential of the solution, consequently 

the starting ratio of metal precursors is customized to decrease the metals in the 

precipitate form and to fire the samples. In this route molar ratio of water is used 

to control micelle size, which is selected to yield a fine particle size in nanometer 

range. Subsequently ammonia solution is mixed in the metal salts solution and 

stirred constantly. This reaction is permitted to carry on for about an hour until 

particle flocculation is induced by adding extra methanol. Afterwards the particles 

are accumulated using centrifugation and washed with methanol to eliminate 

excess surfactant, next a methanol-water solution is added to remove any 

additional un-reacted ions if present. After ultimate centrifugation the material is 
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dried overnight in energetic vacuum, and then fired at highly elevated temperature 

for few hours under inert atmosphere to acquire the end product [39-41]. 

 

2.2.8 Sonochemical Method  

In this method molecules experience chemical reactions because of applied 

powerful ultrasound radiation (approximately 20 KHz to 10 MHz). This method 

involves transitory sound waves of non varying frequency via solution of 

suspiciously chosen metal complex precursors. In a solvent vapour pressure of a 

definite threshold, development of discontinuous waves and compressions in the 

wave caused by cavities comes into view due to physical acoustic cavitation 

phenomenon that results in sonochemical process. Ultrasound power effects 

chemical changes happening because of cavitation phenomena which involves the 

development, enlargement, and disintegration of bubbles in liquid medium. This 

method has been utilized to manufacture various types of unstructured 

(amorphous) nanomaterials of metal, oxide, ferrite, and nitride [42-45]. 

 

2.2.9 Preparation of Co doped ZnO, Nd doped In2O3 And Ni doped CuO 

Dilute Magnetic Semiconductor Nanoparticles Using Combustion Method. 

Combustion method of sample preparation is one of the uncomplicated 

method which is cost efficient, quick and yield efficient. As per reports [49-51], 

combustion method has been utilized successfully in preparing monophasic dilute 

magnetic semiconductor nanoparticles having fine particle size distribution and 

with superior structural, optical, electrical and magnetic properties. In current 

investigations we have prepared three different forms of DMS materials i.e. 

Cobalt doped Zinc Oxide, Neodymium doped indium Oxide and Nickel doped 

Copper Oxide, which were prepared discretely using combustion synthesis, the 

chemical formulae and the doping concentration are given as follows: 

1) Zn(1-x)CoxO with x = 0.05, 0.10, 0.15, 0.20 

2) In(2-x)NdxO3 with x = 0, 0.10, 0.15, 0.20 

3) Cu(1-x)NixO with x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 

Metal salts which were taken in stoichiometric proportions for the preparation 

of DMS nanoparticles includes: 

1) Co doped ZnO  
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 Zinc acetate dehydrate [C4H6O4Zn.2H2O], Cobalt (II) acetate tetrahydrate 

[(CH3COO)2.Co.4H2O] along with Nitrilotriacetic acid (NTA) [C6H9NO6] and 

Glycine [NH2.CH2.COOH]  

2) Nd doped In2O3  

 Indium (III) nitrate hydrate [In(NO3)3.xH2O], Neodymium (III) acetate hydrate 

[Nd(CH3CO2)3.xH2O] along with Nitrilotriacetic acid (NTA) [C6H9NO6] and 

Glycine [NH2.CH2.COOH]  

3) Ni doped CuO 

 Cupric nitrate trihydrate [Cu(NO3)2.3H2O], Nickel (II) nitrate hexahydrate 

[Ni(NO3)2.6H2O] along with Nitrilotriacetic acid (NTA) [C6H9NO6] and Glycine 

[NH2.CH2.COOH]  

 

The metal salts as specified above taken in suitable stoichiometric proportions 

were mixed in double-distilled water. The solute in the solution was carefully 

dissolved using a magnetic stirrer with temperature maintained at 90 °C to achieve 

a homogeneous solution. The homogeneous solution was heated on the magnetic 

stirrer at 100 °C for the diminution of water content until it turns in to a thick 

gelatinous solution. The gelatinous solution was transferred on a shallow plate 

that was placed on a heater. The solution was stirred constantly to restrain the 

effect of the temperature gradient in the content. Prolong heating of the solution 

makes it glutinous turning it into a thick dry mass which self-ignites producing an 

ultrafine powder, which is the required sample.  

 

References: 

[1] V.M. Arole, S.V. Munde, Jaast: Material Science, 1 (2014) 89-93. 

[2] E.L. Wolf, Nanophysics and Nanotechnology,Wiley-VCH Verlag Weinheim, 

(2004). 

[3] H.V. Heeren, Nanotechnology lectures: enabling MNT, nanofabrication 

November (2006). 

[4] P. Iqbal, Jon A. Preece, Paula M. Mendes, John Wiley & Sons, Ltd (2012). 

[5] X. Zhang, Cheng Sun and Nicholas Fang, Journal of Nanoparticle Research, 

6 (2004) 125–130. 

[6] M. Singh, S. Manikandan and A.K. Kumaraguru, Nanoparticles, Journal of 

Nanoscience and Nanotechnology, (2010). 



44 

 

[7] B. Parveen, M. Hassan, S. Atiq, S. Riaz, S. Naseem, M. Asif Toseef, 

Materials International 27 (2017) 303–310. 

[8] J. Livage, Sol-gel synthesis of solids, Encyclopedia of Inorganic Chemistry, 

R. Bruce King, John Wiley edition, Ney York, 3836-3851 (1994). 

[9] S.k. Johny Basha, V. Khidhirbrahmendra, M. Avinash, U. Udayachandran 

Thampy, C.h. Venkata Reddy, J. Mater. Sci. Mater. Electron. 29 (2015) 6105-

6112.  

[10] L.Patron, I.Mindru, G.Marinescu, Encyclopedia of Nanoscience and Nano-

technology, 1
st
 ed., Marcel Dekker, New York, (2004) 1683–1699. 

[11]  N. Khan, TaimurAthar, H. Fouad, Ahmad Umar, Z.A.Ansari & S.G.Ansari, 

Application of pristine and doped SnO2 nanoparticles as a matrix for agro-

hazardous material (organophosphate) detection, 7 (2017) 42510. 

[12] W. J. Li, J. Mater. Sci. Letters, 20, 1381, 2001  

[13] T.S. Ko, S. Yang, H.C. Hsu, C.P. Chu, H.F. Lin, S.C. Liao, T.C. Lu, H.C. 

Kuo, W.F. Hsieh, S.C. Wang, Materials Science and Engineering B, 134 (2006) 

54–58. 

[14] T. Ahmad, Ganguli. A. K, J. Mater. Res, 19 (2004) 2905-2912. 

[15] J. Zhu, Yuri Koltypin, A. Gedanken, Chemistry of Materials, 12 (2000) 73-

78. 

[16] D. Paul Joseph, S. Naveenkumar, N. Sivakumar, C. Venkateswaran, 

Materials Chemistry and Physics 97 (2006) 188–192.  

[17] K.Y. Salkar, R.B. Tangsali, R.S. Gad, M. Jeyakanthan, U. Subramanian, 

Superlattices Microstruct. 126, 158–173 (2019). 

[18] P. Varshney, G. Srinet, and R. Kumar, Science in Semiconductor Processing, 

15 (2012) 314–319. 

[19] N. Bahadur, R. Pasricha, S.Chand, and R. K. Kotnala, Materials Chemistry 

and Physics,133 (2012) 471–479. 

[20] A. Kumar, Nishtha Yadav, Monica Bhatt, Neeraj K Mishra, Pratibha 

Chaudhary and Rajeev Singh, Hindawi Publishing Corporation, Journal of 

Nanomaterials, (2015) 5. 

[21] M.Z. Naik, A.V. Salker, Materials Chemistry and Physics, 212 (2018) 336-

342. 

[22] P. Kaur, Sanjeev Kumar, Anupinder Singh, S.M. Rao, J. Mater. Sci. Mater. 

Electron. 26 (2015) 9158-9163.  



45 

 

[23] O. D Jayakumar, H G Salunke, R MKadam, Manoj Mohapatra, G Yaswant 

and S K Kulshreshtha, Nanotechnology 17 (2006) 1278–1285. 

[24] G. Venkata Chalapathi, M. Thaidun, D. Subramanyam, B. Srinivasa Rao, C. 

Balanarayana, B. Rajesh Kumar, Chalcogenide Letters,12 (2015) 181 – 190. 

[25] Z. Karimi, Y. Mohammadifar, H. Shokrollahi, S.K. Asl, G. Yousefi, L. 

Karimi, J. Magn. Magn. Mater. 361 (2014) 150–156. 

[26] S. Maensiri, Jakkapon Sreesongmuang, Chunpen Thomas, Jutharatana 

Klinkaewnarong, Journal of Magnetism and Magnetic Materials, 301 (2006) 422–

432. 

[27] B. Soni, Somnath Biswas, AIP Conference Proceedings 1953 (2018) 030267. 

[28] S. Niasari. M., Davar, Material Letters, 63 (2009) 441-443.  

[29] J. Gopalakrishnan, Chimie Douce Approaches to the Synthesis of Metastable 

Oxide Materials, Chemistry of Materials, 7 (1995). 

[30] A. R. West, Solid state chemistry and its applications, John Wiley and sons 

(1984). 

[31] Schleich, D.M., Solid State Ion. 1994, 70–71, 407–411. 

[32] Y. Wang, Tingting Jiang, Dawei Meng, Dagui Wang, Meihua Yu, Applied 

Surface Science, 355 (2015) 191–196. 

[33] T.Y. Jiang, Y.Q. Wang, D.W. Meng, X.L. Wu, J.X. Wang, J.Y. Chen., 

Applied Surface Science, 311 (2014) 602–608. 

[34] N. Sharma, Anurag Gaur, R. K. Kotnala, Journal of Magnetism and Magnetic 

Materials, 377 (2015) 183–189. 

[35] V. D. Keyson, D. Cavalcante L. Simoes, A. Joya, M. Longo, E. Varela, J. 

Pizani, P. Souza. A, Journal of Alloys and Compounds, 459 (2008) 537-542. 

[36] Bagnall. D., Chen. Y., Shen. M, Zhu. Z, Goto. T, Yao. T, Journal of Crystal 

Growth, 1998, 184, 605-609.  

[37] G. L. Liu, Q. Cao, J. X. Deng, P. F. Xing, Y. F. Tian, Y. X. Chen, S. S. Yan 

and L. M. Mei, Applied Physics Letters,90 (2007). 

[38] N. M. Anukaliani A, Physica B, 406 (2011) 911–915. 

[39] D. Kim, M. Miyamoto, and M. Nakayama, Journal of Applied Physics, 100 

(2006).  

[40] J. Chandradass, M. Balasubramanian, Dong Sik Bae, Hern Kim, Materials 

and Manufacturing Processes 12 (2012) , 1290-1294.  



46 

 

[41] B. A. Smith, Jin Z. Zhang, Alan Joly, Jun Liu., Physical Review B, 62 (2000) 

2021-2028 

[42] S.H. Jung, E. Oh, K.H. Lee, Y. Yang, C.G. Park, W. Park, S.H. Jeong, 

Crystal Growth Des, 8 (2008) 265–269. 

[43] A.E. Kandjani, M.F. Tabriz, B. Pourabbas, Material Research Bulletin, 43 

(2008) 645–654. 

[44] L. B. Arruda, Douglas M.G. Leite, Marcelo O. Orlandi, Wilson A. Ortiz, 

Paulo Noronha Lisboa-Filho, Journal of Supercondtivity and Noval Magnetism, 

26 (2013) 2515–2519. 

[45] R.S. Yadav, P. Mishra, A.C. Pandey, Ultrasonic Sonochemical, 15 (2008) 

863–868. 

[46] C.N.R. Rao Kanishka Biswas, Ceramic Methods, Essentials of Inorganic 

Materials Synthesis (2015) 17–21. 

[47]  K. C. Patil, S. Sudar Manoharan and D.Gajapath, vol.1 (eds. Nicholas 

P.Cheremisinoff, Marcel Dekker, INC, New York) p.469. 

[48] D. D Athayde, Souza, D. F., Silva, A. M. A., Vasconcelos, D., Nunes, E. H. 

M., Diniz da Costa, J. C., and Vasconcelos, W. L, Ceramics International, 42 

(2016) 6555–6571. 

[49] R. Krithiga, S. Sankar, G. Subhashree, J.spmi, 75 (2014) 621–633.  

[50] V. Rajendar, K. Venkateswara Rao, K. Shobhan, C.H. Shilpa Chakra, Journal 

of Nano- And Electronic Physics, 5 (2012) 3. 

[51] R.B.Tangsali, S.H.Keluskar, G.K.Naik, J.S.Budkuley ,Int.J.Nanosci, 3 (2004) 

589–597. 



47  

CHAPTER 3 

Characterization and Property Measurement Techniques 

 

3.1 Introduction  

Characterization of the prepared samples is the most important and 

fundamental technique involved in any research work. New generation advanced 

and improved instrument technology allows us to investigate and extract the 

noteworthy information about the structural, optical, magnetic and electrical 

properties from the material. These important pieces of information forms a 

central base of the research work and also assists in reporting the formation of the 

required material which have been prepared. After confirming the formation of 

the samples, the samples are taken for various properties measurement which 

involves several other sophisticated instruments. This chapter provides the vital 

information on the apparatus and procedures of special experimental techniques 

utilized for characterization, measuring optical, magnetic and electrical properties 

of as prepared Co doped ZnO, Nd doped In2O3 and Ni doped CuO nanoparticle 

samples having chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-

x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30).  

3.2 X-Ray Powder Diffraction 

X-ray diffraction is the most significant technique employed to characterize 

the materials prepared. It is efficiently used for the structural confirmation, phase 

purity analysis, preferred orientation detection, to look in to order-disorder 

phenomenon and also calculate crystallite size of the crystals in the samples. The 

peak positions and the X-ray intensities are employed to identify the structure as 

well as phase of the prepared material. X-rays are produced by adopting the 

following procedure.  

The X- ray tube consists of a filament, a Cathode and an Anode which holds a 

target material that could be copper, tungsten or any other material depending 

upon the energy or wavelength of X-rays required as shown in Figure 3.2.1. 

Electrons emitted by filament are accelerated by application of high voltage 

between the cathode and anode. The high energy electrons strike the target 

material (Cu or Mo) thereby knocking out tightly bound deep shell electrons (K 
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shell electrons) of the atoms in the target which results in fall of outer high energy 

shell electrons to inner shells to fill the vacancies created, by emission of photons 

of energy in X-ray region. Thus accelerated electrons strike the atoms present in 

the target material to produce X-rays with continuous spectrum termed as 

Bremsstrahlung radiation. X-ray photons are emitted with energy related to the 

target material (Cu or Mo) and the emitted X-ray photons are called as 

characteristic X-ray radiation [1].  

 

 

Figure 3.2.1: Production of X-rays. 

 

Non amorphous materials that appear in nature or experimentally fabricated 

are made up of periodic array of atoms. So, X-ray scattering from these periodic 

arrangements shows way to the diffraction effect that follows a straightforward 

relationship known as Bragg’s law a relation between the scattering angle, the 

wavelength of the radiation and the spacing between atomic planes. The distances 

between the atomic planes are reliant on the distribution and size of the atoms i.e. 

the structure of the material. Therefore XRD can be used for qualitative and 

quantitative phase identification of the material [2-5]. 

When X-ray beam (CuKα, MoKα) is incident on the crystal surface at an 

angle θ it gets reflected from the atomic planes as shown in Figure 3.2.2. 

Constructive interference occurs in crystalline material when the path difference 

between the reflected beams is an integral multiple of X-ray wavelength. This 

condition satisfies the bragg’s law of diffraction as given in equation 3.2.1(a). 
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                      Nλ = 2dsinθ 3.2.1(a) 

Where N is an integer, d is the lattice spacing, θ is the diffraction angle, and λ 

is the wavelength of the incident X-ray beam. The sample is scanned at an angle 

of 2θ in all the possible direction of the lattice because of the random orientation 

of the powdered sample. 

 

 

Figure 3.2.2: Diffraction of X-rays by atomic planes [6]. 

 

 

Figure 3.2.3: θ/2θ diffraction in Bragg-Brentano geometry.  

 

Bragg- Brentano geometry is most commonly used for basic measurement 

geometry in X- ray diffraction instrument shown in Figure 3.2.3. In Bragg- 

Brentano geometry, the diffracted angle is 2θ defined as the angle between the 

incident beam and the detector angle, the incident angle is always half of the 

detector angle [6,7]. In this geometry X-ray tube is fixed, the sample is rotates at 

θ
o
/min and the detector rotates at a rate of 2θ

o
/min [8-10]. By converting the 
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diffraction peaks into d-spacing allows to identify the material under investigation 

because each material has unique d-spacing values. Comparing these values with 

the reference standard patterns the identification of the material can be attained. 

There are seven crystal structures available as listed in Table 3.2.1a with the 

Interplanar spacings dhkl for different crystal arrangements along with their 

dependence on Miller indices hkl. Where a, b and c are the lattice parameters that 

corresponds to the lengths of the crystallographic unit cell, while α, β and γ are the 

angles between lattice parameters [11-13]. The X-rays diffraction patterns are then 

detected and processed.  

 

Table 3.2.1a: Different crystal systems, constraints and their dependence on 

Miller indices hkl, Parameters a, b, c, α, β and γ. 

Crystal 

System 

Constraints  

    
 

  

Cubic 

 

a = b = c 

α = β = γ =90
o
 

 
       

  
 

Tetragonal 

 

a = b ≠ c 

α = β = γ =90
o
 

 
    

  
 
  

  
 

Orthorhombic 

 

a ≠ b ≠ c 

α = β = γ = 90
o
 

 
 

  
 
  

  
 
  

  
 

Hexagonal a = b ≠ c 

α = β = 90
o γ = 120 

 
 

 
  

 
       

  
   

  

  
  

Trigonal/ 

Rombohedral 

a = b = c 

α = β = γ ≠90
o
 

                                       

                   
 

Monoclinic 

 

a ≠ b ≠ c 

α = γ = 90
o
 

β ≠ 90
o
 

 
 

       
 
  

  
 

  

       
 
       

       
 

Triclinic 

 

a ≠ b ≠ c 

α ≠ β ≠ γ 

 

  
(S11h

2
+S22k

2
+S33l

2
+2S12hk+2S23kl+2S13hl) 

Where, V = unit cell volume 

S11= b
2
c

2
sin

2
α, 

S22= a
2
c

2
sin

2
β, 

S33=a
2
b

2
sin

2
γ, 

S12= abc
2
(cosα cosβ – cosγ), 

S23= a
2
bc (cosβ cosγ – cosα), 

S13= ab
2
c (cosγ cosα – cosβ). 
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The crystallite size can be determine from X-ray diffraction pattern using Debye- 

Scherrer equation given as 

                                                   
        

     
                                                  

Where λ= Incident X-rays wavelength, β= Full width at half maximum and θ = 

Bragg angle.  

Rietveld refinement method was utilized to classify and refine the crystal 

structure. If a structure of the trial material is known from the theoretical 

representation, the crystal structure of the material under research may be refined. 

The foundation of this process is based on the several steps for example creation 

of trial structure, powder diffraction profile calculation and evaluation of the same 

with computed profile. Different parameters, such as atomic positions, thermal 

parameters, site occupancies, peak shape parameters, etc. can be varied to alter the 

trial structure. The later stated parameters are varied till the finest fit is achieved 

[13-17]. 

 

Sample preparation for Powder X-ray diffraction 

Finely grinded powdered samples, weighted around 0.5g each was used for 

obtaining X-ray diffraction patterns of Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), 

In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) samples. Figure 3.2.4 shows the Rigaku X-Ray diffractometer used for 

the purpose. 

 

 

Figure 3.2.4: Rigaku X-Ray diffractometer. 
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Diffraction pattern was obtained using Rigaku X-Ray diffractometer with 

Mo-kα wavelength of 0.7093 Å for Co doped ZnO nanoparticles having chemical 

formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20). Whereas diffraction patterns for 

Nd doped In2O3 and Ni doped CuO nanoparticles with chemical formula In(2-

x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) were obtained by using Cu-kα wavelength of 1.5418Å over 2θ range 

of 20
o
 to 80

o
 in steps of 0.02

o
 and at scan rate of 2

o
/min. FullProf suit software 

was used for rietveld refinement of XRD data obtained on all as prepared samples. 

 

3.3 Fourier Transform Infrared Spectroscopy 

The major goal of this spectroscopy is to investigate and to determine the 

chemical functional groups present in the sample. This method of characterization 

is nondestructive utilized in identification of compounds by matching the 

spectrum of unidentified compound with the reference spectrum. Infrared is a 

light with a longer wavelength and lower frequency than the visible light. IR 

region of electromagnetic spectrum could be classified into three different groups 

on the basis of their wavenumber as follows: (a) near infrared region (14000 cm
-1

 

to 4000 cm
-1

), (b) mid infrared region (4000 cm
-1

 to 400 cm
-1

) and (c) far infrared 

region (400 cm
-1

 to 4 cm
-1

) [18-19]. IR radiation do not have adequate amount of 

energy to induce electronic transition and absorption of IR radiation is limited to 

the compounds which are having rotational and vibrational modes with small 

energy difference. The main types of molecular vibrational modes associated with 

the compounds are stretching and bending mode. Stretching mode is observed in a 

compound due to change in inter atomic distance along the bond axis and shows 

symmetric or asymmetric mode. Bending mode is observed in a compound due to 

change in bond angle and shows twisting, scissoring, wagging or rocking type of 

motion. When IR radiation interacts with the compound, radiation is absorbed in 

specific frequency ranges and the associated energy enhances this kind of 

motions. This occurs when the frequency of the IR radiation matches with the 

vibrational frequency of the molecule. This absorption gives rise to the absorption 

bands in IR spectrum [20-22]. Analyzing the position, shape and the intensity of 

the absorption peak of the IR spectrum reveals the details of the sample molecular 

structure [23,24].  
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Figure 3.3.1: Shimadzu FTIR 8900 system. 

 

 

Figure 3.3.2: Diagram of basic components of an FTIR system. 

 

In FTIR spectroscopy the basic idea is to utilize the interference of two beams 

in an interferometer. The change in optical path difference (OPD) of the two 

interfering beams produces characteristic interference pattern. The diagram of 

basic components of an FTIR system is displayed in Figure 3.3.2. The radiation 

from the interferometer is either transmitted or reflected by the sample that is 

focused on the detector. The detector amplifies the signal and converts it into a 

digital signal that is interfaced with a computer for Fourier transformation [25-

27]. 

 

Material preparation for IR spectroscopy 

To record FTIR spectra of nanoparticle samples, 100mg of KBr was weighed 

and pressed in to pallet with thickness of 1mm and radius 6mm. On this KBr 

pallet background spectrum was recorded. For recording of sample data 100mg of 
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KBr was mixed with 2mg nanosample and compressed into a pallet of similar 

dimensions. Similar procedure was followed and pallets of all the samples were 

prepared for recording of FTIR spectra.  

 

3.4 Scanning Electron Microscopy (SEM) 

Scanning electron microscopy (SEM) is a powerful technique extensively 

used for the surface imaging to investigate surface morphology of the material. 

SEM works on the basic principle of accelerated electrons. When accelerated 

electrons strike the sample the electron energy is dissipated on the sample by 

electron- sample interaction and various signals are produced. These signals 

include secondary electrons that generate SEM images, the backscattered 

electrons, generation of characteristic X-rays which are utilized for chemical 

composition analysis of the sample, continuum X-rays, visible light and heat. The 

equipment consists of electron gun that produces a monochromatic electron beam 

which is condensed and focused with the help of a set of magnetic condensing 

lens. A set of coils are used for the beam scanning and the objective lens is used to 

focus the scanning beam on the desired sample area as shown in Figure 3.4.2. The 

electron beam striking the sample produces secondary electrons that are collected 

by a secondary detector and applied to the display unit after converting it in to a 

voltage signal and amplifying the same. This gives rise to an intensity related light 

spot on the screen. The ultimate image contains thousands of these types of light 

spots with varying intensity on the display screen which corresponds to the 

samples morphology [28-32]. SEM micrograph shows two dimensional 

topographic view of the sample. Figure 3.4.1 presents Carl Zeiss EVO18 scanning 

electron microscope assembly.  

 

Material preparation for scanning electron microscope 

Micrographs of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles having chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), 

In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) were obtained using Carl Zeiss EVO18 scanning electron microscope 

setup. Small amount of sample was dissipated on a conductive carbon adhesive 

tape and then subjected to Au/Pd coating as shown in Figure 3.4.3. The coated 

samples are placed in the scanning electron microscope to study the morphology.  



55  

 

Figure 3.4.1: Carl Zeiss EVO18 scanning electron microscope. 

 

 

Figure 3.4.2: Basic assembly of scanning electron microscope. 
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Figure 3.4.3: Sputtering process using sputtering unit. 

 

3.5 Transmission Electron Microscopy (TEM) 

Transmission electron microscopy is a high resolution method that provides 

information about the morphology with good quality micrograph. It is very useful 

technique for the characterization of single crystal, crystalline materials, 

biological sample etc. In this technique sample is irradiated with high energy 

electron beam having uniform current density. Electrons are transmitted from an 

electron gun and illuminated on the sample through a condenser lens and aperture 

system. The electron intensity which is transmitted from the sample is magnified 

using three or four stages of lens system and seen on a fluorescence screen or on a 

photographic film as shown in Figure 3.5.1 [33-34]. TEM includes an electron 

gun, condenser system (lenses and apertures), sample chamber, objective lens 

system, projector lens system, image recording system as shown in Figure 3.5.1. 

Transmission electron microscopy in selected area diffraction mode gives a 

unique potential to determine the crystal structure of nanomaterial [35-38]. 

 

Material preparation for transmission electron microscope 

Around 2-3 mg of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles having chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), 

In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) nanoparticle samples were suspended in methanol, this solution was 

ultra-sonicated for 60 minutes. After ultra-sonication the samples were diffused on 

a copper grid for achieving TEM images. 
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Figure 3.5.1: Basic assembly of tunneling electron microscope. 

 

3.6 UV-Visible Spectroscopy 

UV- Visible spectroscopy is a very useful and nondestructive technique used 

in determining the energy band gap of the material. Ultraviolet and visible light 

have sufficient energy to excite electrons to higher energy levels and usually 

applied to inorganic ions and molecules or composite materials [39-42]. For the 

liquid samples, this equipment has several features which are used for quantitative 

measurements. An incident beam of light from the source is made to fall on the 

grating, which is rotated with reference to an axis in such manner that the angle of 

incidence beam is progressively varied. The output beam from the grating will 

have several kinds of wavelengths and are separated spatially. Only one 

wavelength at a particular angle will pass from the slit such that the wavelength 

transmitted out from the slit will have monochromatic wavelength. Several 

wavelengths are produced with different incidence angles and a beam splitter is 

used to divide this beam. Beam passes through the reference and through the 

sample for which the absorption spectrum of the sample is to be recorded. The 

intensity and phase of the transmitted beams from both the sample and the 
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reference are detected. By evaluating these detected data through a phase 

responsive amplifier the absorption spectrum of the test sample is recorded and 

displayed. A block diagram and setup of an UV-Visible is as displayed in Figure 

3.6.1(a) and Figure 3.6.1(c).  

Diffusive reflectance spectroscopy is the powerful technique for the 

powdered materials. This technique gives vital information about the electron 

transition in the material. It is closely connected with the UV-Vis spectroscopy, 

because in both the techniques a visible light is utilized to excite the electrons 

from valence band to the conduction band within the sample. The only difference 

is that, in UV-Vis spectroscopy the relative change of transmittance of light when 

it passes through a solution is recorded, while in diffusive reflectance technique a 

relative change in the amount of reflected light from the powdered sample surface 

is recorded. Moreover in UV-Vis spectroscopy a dispersion medium is required 

for recording absorption spectra of the liquid sample, while this complexity is 

solved out in diffusive reflectance spectroscopy because it does not required any 

type of solvent for recording spectra. In this method, a incident light beam is made 

fall on the sample which gets scattered in different directions corresponds to the 

diffuse reflection, while light beam which is reflected symmetrically corresponds 

to specular reflection (mirror like reflection) as shown in Figure 3.6.1(b). 

The ultra-violet region is divided into two spectral regions i.e the range 

between 2000 to 4000 Å known as the near ultra violet region and the region less 

than 2000Å as far or vacuum ultra violet region. Two classes of spectra can be 

recorded, the emission and absorption spectra. An emission spectrum is produced 

by analyzing the light released from luminous source. An absorption spectrum is 

attained by the spectroscopic investigation of the transmitted light from absorbing 

medium that is positioned between the light source and the detector. Once the 

light is incident on a sample with energy hν the absorption occurs within the 

energy band (Eg) of the material [43-45]. When hν is less than Eg the light passes 

from all the way through the sample with little absorption. As the energy of the 

radiation increases such that hν ~ Eg a fine increase or a rise in the absorption 

occurs. The straightforward and easy method to resolve the band structure of 

semiconductors is by estimating the absorption spectrum. Absorption is conveyed 

in terms of a coefficient α (hυ), that is linked to the energy gap (Eg) in agreement 

with the following equation.  
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                                                α (h ) = A (h  – Eg)
n
                            

Where A is a constant, h is the planks constant, ν is the incident beam light 

frequency and n is equal to ½ for a direct band gap and 2 for an indirect gap.  

 

 

(a) 

 

 

(b) 
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(c) 

Figure 3.6.1: (a) A block diagram of an UV-Visible [45], (b) Scattering of 

incident light beam from a solid sample (c) UV-Visible setup. 

 

Material preparation for UV-Visible spectroscopy 

Nanoparticles of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles having chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), 

In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) respectively were grinded manually in a motor pestle. A sample 

quantity of 2-3 grams of powder is required to fill the sample holder. The powder 

was filled into the holder by applying adequate amount of pressure using a 

cylindrical crystal piece, so that the powder may not fall down. Then the holder 

containing sample was mounted in the machine and the required data was 

obtained in reflectance mode using Shimadzu 2401 PC UV Spectrophotometer. 

 

3.7  Photoluminescence Spectroscopy 

Photoluminescence (PL) emission is observed when spontaneous light is 

emitted by the material, under precise optical excitation. The excitation energy 

and intensity can be selected to analyze different types of excitations of the 

sample. PL technique is nondestructive and this method requires very small 

sample quantity. When light radiation with adequate amount of energy is 

illuminated on a material, photons are absorbed and electronic excitations are 

produced. When these excitations are relaxed, photons are released. The PL data 
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can be put together and analyzed to give information about the photo-excited 

states. The PL spectrum reveals the information about the transition energies and 

the intensity determines the relative rates of radiative and non-radiative 

recombination [46-50]. Deviation of the PL intensity with change of external 

parameters such as temperature, excitation energy, excitation power, can be 

utilized for further characterization of electronic states and this technique also can 

be used to describe a variety of materials parameters, which are established 

respectively as follows:  

(1) Band gap calculation the most general radiative transition in 

semiconductor material involving levels in the conduction and valence bands. 

Determination of band gap is predominantly helpful when working with 

semiconductor compounds.  

(2) Detection of impurity levels and defect states transitions in semiconductor 

compounds also revelling localized defect levels. Energy of PL is associated with 

these levels which can be utilized to categorize the specific defects; moreover the 

PL intensity could be used to verify compounds concentration.  

(3) Recombination mechanisms as conferred above, the returning of electrons 

to its equilibrium states identified as "recombination" which holds both radiative 

and nonradiative processes. The PL intensity depends on the photo-excitation 

states and temperatures are directly associated to the recombination process. 

Investigation of PL helps to understand the fundamental recombination 

mechanism.  

(4) Non radiative methods are related with localized defect levels, whose 

existence is determines uniqueness and quality of the material. As a result, 

material quality can be measured by the radiative recombination calculation. The 

usual PL experimental set-up is displayed in Figure 3.7.1.  

 

Material preparation for PL spectroscopy 

Co doped ZnO nanoparticles with chemical formula Zn(1-x)CoxO (x = 0.05, 

0.10, 0.15, 0.20) was pressed into pallets of thickness ranging between 3 mm to 

3.5 mm with diameter of 12 mm. Variation of intensity was recorded for al l  

these samples over the wavelength range from 400 nm to 600 nm with 

excitation wavelength of 318nm using PTI Spectrofluorometer QM-40. 
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Figure 3.7.1: PL experimental set-up. 

 

3.8 Vibrating Sample Magnetometer (VSM) 

The process of vibrating sample magnetometer (VSM) is mainly based on the 

Faraday's Law of Induction. According to this law a varying magnetic field will 

generate an electric field that can be used to evaluate the data as a function of 

varying magnetic field. VSM is enormously used to determine the magnetic 

behavior of magnetic materials. For recording the magnetic behavior of a sample, 

the sample kept in a steady magnetic field initially, gets magnetized by aligning 

the magnetic domains with the field. The amount of magnetization in the sample 

is proportional to the magnitude of applied field. The dipole moment of the 

sample is responsible for magnetization of the sample. Since the sample is 

surrounded by the pick-up coil up and down movement of the sample brings about 

change in magnetic flux linked to the pick-up coil which induces an emf or a 

voltage in the pick-up coil. The induced voltage is used to measure the 

magnetization produced in the sample.  

VSM system is used to examine the magnetic properties of materials with 

respect to magnetic field and temperature. The alternating magnetic field produces 

an electric field in the pick-up coils in agreement with the Faraday's Laws of 

induction and the current generated is proportional to the sample magnetization. If 

the magnetization is large the induced current will also be high [51-53]. The 

Quantum Design Versa Lab’s 3Tesla Vibrating Sample Magnetometer (VSM) a 

reliable, fastest and delicate DC magnetometer was used to measure Magnetic 

properties of the samples. In this instrument the temperature of the sample can be 

lowered to 50K and can be move up to 400 K. It uses a cryogen free cryo-cooler 
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device to reach cryogenic temperatures. In this VSM system magnetic field is 

produced by a superconducting niobium-titanium (NbTi) solenoid placed in the 

cryostat vacuum. The typical magnet provides magnetic field of 3T at 20A of 

current and is cooled by solid conduction. Magnetic noise isolation is ensured by 

placing a magnet shield in the VSM system [54]. 

 

 

Figure 3.8.1: Quantum Design’s Versa Lab 3 Tesla Vibrating sample 

magnetometer (VSM). 

 

Material preparation for Vibrating sample magnetometer (VSM) 

 

 

Figure 3.8.2: VSM sample holder and the sample wrapped in Teflon tape. 

 

Quantum Design's Versa Lab 3T vibrating sample magnetometer (VSM) 

were used to investigate magnetic properties sequentially of Co doped ZnO, Nd 

doped In2O3 and Ni doped CuO nanoparticles having chemical formula Zn(1-

x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-

x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) , 5mg of sample was wrapped up 
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in Teflon tape and was placed on sample holder as shown in Figure 3.8.2 for 

obtaining hysteresis measurement. The corrected data was obtained after 

eliminating the contribution of Teflon tape which was determined initially prior to 

loading of the sample. Zero field cooled (ZFC) and Field cooled (FC) magnetic 

moment data on the sample was obtained on the same VSM setup. For ZFC 

magnetic data, the sample was first cooled down from room temperature to 50K in 

absence of magnetic field, and then precise magnetic moment of the sample was 

recorded by enhancing the temperature of the sample in presence of constant 

applied magnetic field of 500 Oe. For obtaining FC magnetic data, the sample was 

cooled from room temperature to 50K with a magnetic field of 500 Oe and the 

required data was recorded as the sample warms up. The complete measurement is 

automated and computer controlled through a software program which is adjusted 

by feeding in the required parameter. 

 

3.9  Thermopower  

The temperature difference between the two ends of a semiconductor material 

produces an electromotive force (emf) known as thermo emf (V). Thermopower 

analysis are widely useful in understanding the conduction mechanism is the 

semiconductor material and DMS materials due to low mobility. The 

quantification of thermo-emf is very straightforward and its sign provides very 

important information regarding conduction mechanism whether the conduction 

in the material is due to electrons or holes and also explores the behavior of the 

material whether it is p-type or n-type. Moreover the main significance of thermo-

emf is that it permits one to calculate the Fermi energy and carrier concentration 

values. The experimental set-up of thermo-emf is displayed in Figure 3.9.1 It has 

upper point contact probe that forms a hot junction and a bottom point contact 

which makes a cold junction when the sample is placed in between [55-58].  

 

Material preparation for thermopower 

The samples under investigation were pressed into pallets having thickness 

between from 2.5mm to 3mm with the diameter of 10 mm. The pallets were 

painted with silver paste on both sides to establish good ohmic contact. 

Thermoelectric power measurements were carried for all the samples over a 

temperature range of room temperature to 500
o
C. 
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Figure 3.9.1: Thermopower setup. 

 

3.10  DC Resistivity  

Resistance of the semiconductor material can be measured by using two 

different methods i.e. the fixed voltage two probe method [59-63] and a four 

probe fixed current method. A typical block diagram is shown in Figure 3.10.1, 

which consists of two electrodes made of silver. The DC resistivity setup 

employed for measurements is shown in Figure 3.10.2. The temperature of the 

sample was determined with the help of calibrated thermocouple attached to the 

controller and the temperature was directly displayed on the monitor. The 

resistance of sample was determined by varying the temperature, during each 

measurement plenty of time was given to reach the required temperature [64]. On 

escalating the temperature thermal agitation of the electrons enhances, electrons 

attain energy larger than Eg and hop into conduction band. The electrons in 

conduction band are called as free electrons and the vacancies left behind in the 

valence band are called as holes. For semiconductors resistivity decreases as the 

temperature increases because more and more charge carries move in to 

conduction band at higher temperatures. 

 

Material preparation for DC Resistivity  

Nanoparticles of Co doped ZnO, Nd doped In2O3 and Ni doped CuO 

nanoparticles having chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), 

In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 
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0.25, 0.30) respectively were pressed into pallets of thickness ranging between 

2.5mm to 3mm with the a diameter of 10 mm. The pallets were painted with silver 

paste on both sides for creating good ohmic contact with the electrodes. Variation 

of current was recorded for al l  these samples over the range from room 

temperature up to 500 
o
C using two probe resistivity setup shown in Figure 

3.10.1.  

 

 

Figure 3.10.1: Two probe D.C. Resistivity setup with data acquisition system. 

 

 

Figure 3.10.2: Block diagram of two probe D.C. Resistivity setup with data 

acquisition system. 

 

3.11 Dielectric Measurements 

A dielectrics material exhibits insulating nature having an important property 

of electrical polarization which is a good feature. A dielectric material attains 

polarized when it is placed into an electric field. Figure 3.11.1a displays a 

dielectric material without any application of electric field while Figure 3.11.1b 
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displays a dielectric material polarization with an application of electric field. This 

occurrence of polarization is known as dielectric polaraztaion. Clausius [65] and 

Mossotti [66] have successfully interconnected the specific inductive capacity to 

microscopic structure of the material, a macroscopic feature of the insulator was 

studied by Faraday [67] which is now commonly termed as dielectric constant.  

 

 

Figure 3.11.1: a) Dielectric material in the absence of electric field, b) Dielectric 

in the presence of electric field.  

  

Michael Faraday initiated that if a parallel plate capacitor of value C0 is kept 

under vacuum and loaded with a dielectric material, the charge storage 

capacitance of the material enhances to a value C. The ‘χ’ ratio of the capacitance 

increase given by 

  
    
  

 
  

  
 

    3.11.1(a) 

 

‘χ’ is termed as the electrical susceptibility or dielectric permittivity of the 

dielectric.  

   
 

  
 

  3.11.1(b) 

For this reason the dielectric constant of a material is a dimensionless 

quantity. In highly crystalline and well structured materials the dielectric constant 

is sturdily dependent on applied field frequency. Materials with fairly high 

dielectric constants can be used efficiently in fabricating proficient microwave 
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devices. The dielectric natures of nanoparticles are extremely dependent on the 

method of sample preparation, elemental composition and substitution, size, 

structure and doping concentration. 

 

Dielectric loss 

The dielectric constant of a material has real and imaginary part mathematical 

symbols denoted as εr and ε respectively. The imaginary part gives the detail 

information about energy loss through the dielectric material when AC signal is 

passed through the material. Moreover the real part of permittivity is expressed as 

the dielectric constant which specifies the connection between the transmission of 

AC signal and the capacitance of dielectric material. The imaginary part measures 

the amount of electric field which is dissipated as heat during the polarization 

process in presence of alternating electric field [68-70] known as dielectric loss 

and is given by following equation. 

     
   

 
 

3.11.1(c) 

 

 

Figure 3.11.2: Wayne Kerr precision component analyzer 6440B. 

 

Impedance measurement  

When A.C. current is passes through the circuit that consists of inductors, 

capacitors and resistors, and the complex resistance of the LCR circuit known as 

Impedance comprises of real part and imaginary part. Capability of circuit to resist 

the applied current is given by real part and the capability of circuit to hoard 

electrical energy is revealed by imaginary part of the impedance [71,72]. Complex 

impedance is expressed as Z = Z' – jZ'', where Z' is the real part of the impedance, 
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Z'' is the imaginary part of the impedance and imaginary factor j =    . Real part 

and Imaginary part of the complex impedance was determined using equation           

3.11.1(d) and 3.11.1(e). Where Z is the complex impedance and θ is the phase 

angle.   

 

                                                        ′=       θ             3.11.1(d) 

                                                       ′′=       θ                            3.11.1(e) 

 

Material preparation for dielectric property and impedance measurements 

Co doped ZnO, Nd doped In2O3 and Ni doped CuO nanoparticles having 

chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-x)NdxO3 (x = 0, 0.10, 

0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) nanoparticles 

respectively were pressed into pallets of thickness ranging between 2.5mm to 

3mm with diameter of 10 mm. Silver paint was applied on both the sides of the 

pallets for creating good ohmic contacts with electrodes. Capacitance and 

dielectric loss of the materials were recorded with respect to frequency over the 

range of 20Hz to 3MHz. Temperature dependence of capacitance and the 

dielectric loss was recorded over a range of 300K to 773K. The complex 

impedance and phase angle of the materials were recorded as a function of 

frequency over the range of 20Hz to 3MHz using Wayne Kerr precision 

component analyzer 6440B shown in Figure 3.11.2. The complex impedance 

configuration can be modelled as a parallel combination of resistance and 

capacitor. Dielectric constant was determined using the following equation 

 

   
  

   
 

 

 

        Where C = Capacitance, d = Thickness of the pallet,   = Absolute 

permittivity of free space (8.85x10-12 C
2
m

-2
N

-1
), A = Area of the pallet. 
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 CHAPTER 4 

Structural Characterization of Co doped ZnO, Nd doped In2O3 & Ni doped 

CuO Dilute Magnetic Semiconductor Nanoparticles 

 

Introduction 

Characterization of the materials prepared is essential in order to understand 

their structural properties as it provides vital information about formation of 

required materials thereby confirming the suitability of the sample preparation 

method adopted. Characterization has explores the structural detail and the 

parameters which are linked to properties and performance of the materials. 

Atomic structure of the material notifies how the atoms in a material are bonded 

together, which helps to classify the materials. Similarly, characterization of the 

materials may also reveal the features of individual’s elemental composition. 

Structure and crystallite size of the material yields important information related 

to materials properties such as optical, magnetic and electrical properties. In 

current chapter details and outcome of characterization methods such as XRD, 

SEM, TEM, EDS and FTIR immoderately used in present investigation for 

obtaining qualitative and quantitative information of Co doped ZnO, Nd doped 

In2O3 and Ni doped CuO nanoparticles samples have been provided. Experimental 

techniques which are used in this work scrutinizes the materials characterization 

with regard to crystal structure, phases, crystallite size, lattice parameter, cell 

volume, micro-structural morphology, the chemical composition, and absorption 

wavelengths of vibrational bonds, are presented and quantitatively discussed. 

 

4.1 Co doped ZnO, Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20) 

4.1.1 X-Ray Diffraction Analysis 

Characteristic of X-ray diffraction patterns obtained on the samples Zn(1-

x)CoxO (x = 0.05, 0.10, 0.15, 0.20) are displayed in Figure 4.1.1.1. The rietveld 

refinement of XRD patterns were done using FullProf suite for all the samples and 

are shown in Figure 4.1.1.2. The X-ray beam produced by Molybdenum target 

having wavelength λ=0.7093Å was used for obtaining the diffraction patterns of 

these samples. The inter planer spacing ‘d’ was calculated from the XRD data and 

the ‘d’ values achieved from the standard data (JCPDS-79-2205 ) are list in Table 

4.1.1(a).  
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Figure 4.1.1.1: X-ray diffraction pattern of Zn(1-x)CoxO with x = 0.05, 0.10, 0.15, 

0.20. 
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Figure 4.1.1.2: Rietveld refined XRD patterns of (a) Zn0.95Co0.05O, (b) 

Zn0.90Co0.10O, (c) Zn0.85Co0.15O, (d) Zn0.80Co0.20O. 

 

Variation of lattice constant values ‘a’ and ‘c’, bond lengths ‘l’ and cell 

volume ‘V’ are displayed in Figure 4.1.1.3, Figure 4.1.1.4, Figure 4.1.1.5 

respectively. These are found to be in excellent agreement with the reported data 

[1-3]. Resemblance in the values of the inter planer distance‘d’, the lattice 

constants and the bond length with reported data authenticates the formation of 

monophasic wurtzite phase samples. This also verifies the successful substitution 

of Co
2+

 ions in place of Zn
2+

 ions sites in the ZnO matrix [1, 2, 4]. Dominance of 

<101> peak in all XRD patterns having higher intensity than that of the other 

peaks suggests superior growth of <101> direction along c-axis [5,6].  
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Table 4.1.1a: Comparison of ‘d’ spacing from JCPDS-79-2205 with Rietveld 

refinement data obtained on nanoparticle Zn(1-x)CoxO (x= 0.05, 0.10, 0.15, 0.20). 

hkl d 

spacing in Å 

d spacing in Å ( Rietveld refinement) 

  x= 0.05 x= 0.10 x= 0.15 x= 0.20 

100 2.814 2.835 2.838 2.851 2.854 

002 2.606 2.627 2.627 2.631 2.634 

101 2.478 2.497 2.499 2.502 2.504 

102 1.912 1.923 1.923 1.928 1.928 

110 1.626 1.633 1.634 1.638 1639 

103 1.478 1.484 1.484 1.486 1.489 

200 1.408 1.413 1.416 1.417 1.421 

112 1.379 1.384 1.385 1.388 1.388 

201 1.359 1.243 1.308 1.247 1.310 

004 1.302 1.096 1.100 1.099 1.101 

202 1.239 1.046 1.049 1.049 1.049 

 

 

Figure 4.1.1.3: Variation of lattice constant ‘a’ and ‘c’ with Co concentration. 

 

The sensitive variation of lattice parameters ‘a’, ‘c’ with Co concentration ‘x’ 

are presented in Figure 4.1.1.3. There is a small increase in both the lattice 
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constants ‘a’ and ‘c’ when ‘x’ enhances from 0.05 to 0.10 and 0.15 to 0.20. 

However, there is a sturdy amplification in their values when ‘x’ changes from 

0.10 to 0.15 which is unique and fascinating behavior, such type of behavior are 

far from reported results. This type of variation is also observed in bond length 

parameter shown in Figure 4.1.1.4 and in cell volume as shown in Fig. 4.1.1.5. As 

per the Hermann–Mauguin information, the wurtzite structure ZnO has a 

hexagonal unit cell with lattice parameters ‘c’ and ‘a’ with the ratio of c/a = 

(8/3)
1/2

 = 1.633 in an ideal case and affiliated to P63mc space group. In the current 

analysis the c/a ratio equals to 1.632 for all the samples and is in excellent 

agreement with the ideal value. Rising mode of both the parameters ‘a’ and ‘c’ 

reveals that Co
2+

 has entered into the octahedral site in the wurtzite structure 

thereby giving rise to a disorder in the otherwise standard lattice. It may be noted 

that when Co
2+

 is in the octahedral state, the low spin state, it has ionic radius of 

0.65Å but when in high spin state it has an ionic radius of 0.745Å both are larger 

than Zn
2+

 ionic radius of 0.60Å [4, 7]. 

The internal parameter ‘u’, nearest neighbor Zn-O bond length ‘l’, in wurtzite 

structure and the unit cell volume ‘V’ for the hexagonal structure are calculated 

using equation 4.1.1(a), 4.1.1(b) and 4.1.1(c). 

                         
 

 
 
  

  
  

 

 
                                              4.1.1(a) 

                       l = 
   

 
  

 

 
   

 

                           4.1.1(b) 

                      V = 
    

 
                                                     4.1.1(c) 

Bond length ‘l’ and the unit cell volume ‘V’ variation with ‘x’ are represented 

in Figure 4.1.1.4 and Figure 4.1.1.5. It may be seen that ‘l’ increases from 1.988 Å 

to 1.994 Å whereas ‘V’ enhances from 145.263 Å
3 

to 146.617 Å
3
 as ‘x’ increases 

from 0.05 to 0.20. The flare-up in these values with augmentation in ‘x’ is 

essentially due to Co
2+ 

mending in high spin state in octahedral state of the 

wurtzite structure during the material development process [8,9]. A close 

assessment of bond length ‘l’, cell volume ‘V’, and the lattice constants ‘a’, ‘c’ 

reveals an identical increasing behavior as ‘x’ enhances from 0.05 to 0.20 in the 

samples. This vital information provides the required conclusive validation that all 

of Co
2+

 added goes in to high spin state in the material.  
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Figure 4.1.1.4: Variation of Bond length ‘l’ with Co concentration. 

 

 

Figure 4.1.1.5: Variation of Unit Cell Volume ‘V’ with Co concentration. 

 

 

Figure 4.1.1.6: Variation of Crystallite size ‘t’ and Lattice strain with Co 

concentration. 
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The crystallite size was determined using Williamson-Hall analysis and size-

strain plot method using equation 4.1.1(d). 

                      
   

 
                   4.1.1(d) 

 Where, β is the X-ray diffraction peaks full width at half the maximum 

intensity in radians, θ is half of the angle 2θ at peak position in degrees, k is the 

shape factor and λ is the X-rays wavelength, ‘t’ is the crystallite size in nm and ε 

is the strain. The values of βcosθ were plotted as a function of 4sinθ and the 

intercept was employed to attain the crystallite size (t) [10,11]. The crystallite size 

‘t’ shown in Figure 4.1.1.6 with respect to ‘x’ seems to decline with ‘x’ which 

may be due to the fact that, the development of nanoparticles during the formation 

of the samples is weakened by slowing down the movement of the grain 

boundaries following increased pinning effect of fine pores in the samples [12,13]. 

When the moving boundaries attaches to the pores, the particle growth is stalled 

by generating a retarded force, a phenomenon termed as Zener-pinning effect. The 

retarding force created at the boundary is proportional to the boundary length 

connected to these ions and the pores. The highest force produced by a single pore 

on such a moving boundary is Fmax = Пrp b, where  b is the grain boundary energy 

and rp is the obstacle radius [13]. Thus the particle growth is halted when the 

retarded force overwhelms the driving force enforcing grain growth. 

Consequently the addition of Co
2+

 ions in the ZnO matrix creates obstructions for 

grain growth which enhances with Co concentration thereby subordinating grain 

size as shown in Figure 4.1.1.6. Therefore the enhancement of doping 

concentration indirectly assists in keeping a lower particle size. 

 

4.1.2 Particle Size Estimation from SEM, TEM Micrographs and EDS 

Analysis  

Scanning electron microscopy (SEM) and Transmission electron microscopy 

(TEM) are crucial instruments which give information about microstructure and 

assist in estimating the average particle size of the material. Room temperature 

SEM micrographs of the samples Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20) are 

displayed in Figure 4.1.2.1. The micrographs show agglomerates of the 

nanoparticles that are spherical in shape having typical particle size ranging from 

25 nm to 55 nm. However an average particle size of 21±3 nm was obtained from 
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the TEM micrograph of the sample Zn0.85Co0.15O shown in Figure 4.1.2.1 (e) 

estimated by using Image J software, over an ensemble size of 50 particles which 

is in good agreement with crystallite size obtained from XRD data. This analysis 

of SEM and TEM micrographs authenticates the formation of nanoparticle 

material.  
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Figure 4.1.2.1: SEM micrographs of Zn(1-x)CoxO with (a) x= 0.05, (b) x= 0.10, (c) 

x= 0.15, (d) x= 0.20 and e) TEM image of Zn0.85Co0.15O at room temperature. 
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Figure 4.1.2.2: EDS analysis of Zn(1-x)CoxO with (a) Co0.05O, (b) Co0.10, (c) 

Co0.15, (d) Co0.20. 

 

The elemental composition of Zn(1-x)CoxO with (a) x= 0.05, (b) x= 0.10, (c) x= 

0.15, (d) x= 0.20 has been scrutinized using the energy dispersive spectroscopy 
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(EDS). Figure 4.1.2.2 displays the EDS spectra obtained on all the samples. The 

EDS pattern confirms the existence of Zn, Co and O elements with no other 

impurity element in the nanosamples. Experimental and calculated elemental 

weight percentages in all the samples showed in the inserts Figure 4.1.2.2 are in 

good agreement within the limits of experimental errors. Additionally EDS 

pattern also provides the required proof of successful substitution of Co
2+

 ions 

into the ZnO matrix ruling out the possibility of additional trace impurities 

entering the material. 

 

4.1.3 Fourier Transform Infra-red Spectroscopy  

Fourier Transform Infra-red spectroscopy (FTIR) is a fundamental tool in 

materials characterization which is proficient for identifying the presence of 

impurity traces in the freshly prepared materials. Different elemental bonds that 

exist in compounds vibrate/rotate at different frequencies that fall in infra-red 

region. Introduction of these types of materials to IR energy gives rise to 

resonance absorption bands in the FTIR spectra. KBr pellet method was used to 

record FTIR spectra of Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20) at room 

temperature. Several stretching and vibrational bonds can be known from the 

FTIR spectra presented in Figure 4.1.3.1.  

 

 

Figure 4.1.3.1: Fourier transforms infra red spectra for Zn(1-x)CoxO (x= 

0.05,0.10,0.15,0.20) at room temperature. 
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One can spot two main absorption bands first one in the range of 400 cm
-1

 to 

576 cm
−1

 and the second in the range of 650 cm
-1

 - 700 cm
-1

. These bands are 

credited to the Zn-O stretching bonds and Co-O vibrational bonds in the lattice. 

The appearance of second band is due to addition of Co
2+

 into the Zn−O lattice 

[14,15]. Additionally another set of three small absorption bands in the range of 

1385 cm
-1 

to 1400 cm
-1

, 1550 cm
-1

 – 1680 cm
-1

, and 2280 cm
-1 

to 2390 cm
-1

, can 

be also identified. The absorption band in between 1385 cm
-1 

to 1400 cm
-1

 

corresponds to the asymmetrical and symmetrical stretching vibration of the 

carboxylate group (COO
-
) that can be initiated from fuel Glycine 

[NH2.CH2.COOH] [3,16]. The sample for FTIR spectra was prepared by mixing it 

with hygroscopic KBr which results in an absorption band between 1550 cm
-1

 – 

1680 cm
-1 

due to H-O-H bending vibration [17]. Absorption band in the range 

2280 cm
-1 

to 2390 cm
-1 

corresponds to the bending of CO2 molecule which is 

present in the air [17,18]. Therefore recognition of bonds like Zn-O and Co-O 

along with its characteristic vibrational frequencies from FTIR spectra confirms 

formation of impurity free monophasic sample.  

 

4.2 Nd doped In2O3, In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) 

4.2.1 X-Ray Diffraction Analysis 

The sample phase purity and crystallite size calculations of In(2-x)NdxO3 with x 

= 0, 0.10, 0.15, 0.20 nanoparticles were done using X-ray diffraction data. Typical 

X-ray diffraction patterns for all the samples are shown in Figure 4.2.1.1 and 

rietveld refined XRD patterns obtained on the samples are shown in Figure 

4.2.1.2. All the indexed XRD peaks shown in figure match well with the JCPDS 

card no. 71-2195, this proves the crystalline nature of the samples and 

authenticates the formation of monophasic cubic bixbyite or C type rare earth 

doped oxide structure (Space group Ia3) with no impurity peaks which could be 

analogous to existence of secondary phase [24]. 

The lattice constant values ‘a’ and cell volume ‘V’ obtained on the samples 

are shown in Figure 4.2.1.3(a) and Figure 4.2.1.3(b) which is in good agreement 

with the reported data [20,21]. Consistency in the lattice constants ‘a’ values with 

reported data confirms the formation of monophasic cubic phase samples, This 

also ensures the successful substitution of Nd
3+

 ions in place of In
3+

 ions sites 

inside In2O3 matrix [21,23].  
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Figure 4.2.1.1: X-ray diffraction pattern for In(2-x)NdxO3 (x= 0, 0.10, 0.15, 0.20). 
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Figure 4.2.1.2: Rietveld refined X-ray of diffraction pattern of (a) In2O3, (b) 

In1.90Nd0.10O3, (c) In1.85Nd0.15O3, (d) In1.80Nd0.20O3. 
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Figure 4.2.1.3: (a) Variation of lattice constant ‘a’ with Nd concentration and (b) 

Variation of Cell volume ‘V’ with Nd concentration. 

 

The lattice parameters ‘a’ (a=b=c) Å for cubic bixbyite structure were 

calculated using equation 4.2.1(a) and is shown in Figure 4.2.1.3(a). 

 

 

    
  

         

 
 

 

4.2.1(a) 

It may be seen from Figure 4.2.1.3(a) that the lattice parameters ‘a’ enhance 

from 10.079 Å to 10.134 Å with increase in Nd
3+

 concentration ‘x’. This 

enlargement in lattice parameter ‘a’ can be attributed to Nd
3+

 (1.12 Å) having 

larger ionic radii as compared to that of In
3+

 (0.94Å) [24]. The Cell volume of 

cubic structure were calculated using relation V = a
3
. The cell volume was found 

to increases from 1024.45 Å
3
 to 1040.80 Å

3
 with increase in Nd

3+
 concentration as 

shown in Figure 4.2.1.3(b). This increase in cell volume ‘V’ specifies that cell 

volume is entirely dependable on the lattice parameter. Therefore this close 

inspection of both structural parameters having increasing trend of lattice 

parameter ‘a’ and the cell volume ‘V’ with increase in ‘x’ confirms successful 

substitution of Nd
3+

 into In2O3 cubic structure leading to a systematic structural 

disorder in the In2O3lattice [24].  
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Figure 4.2.1.4: Variation of Crystallite size ‘t’ with Nd Concentration. 

 

                               
   

 
                                 4.2.1(b) 

The Crystallite size was determined using Williamson-Hall method using 

equation 4.2.1(b) where, ‘β’ is the full width at half the maximum FWHM 

intensity of the diffraction peaks in radians, and ‘θ’ is the peak site angle in 

degrees, k is the shape factor, λ is the wavelength of X-rays (Cu Kα = 1.5418Å),‘t’ 

is the crystallite size in nm and ‘ε’ is the strain [25]. Crystallite size calculation 

was made by plotting βcosθ verses 4sinθ, in which the intercept was exploited to 

achieve the crystallite size ‘t’. Figure 4.2.1.4 shows dwindling of crystallite size 

behavior from 52 nm to 44 nm with raise in Nd
3+

 concentration. The reduction in 

crystallite size ‘t’ could be due to the difficulty in the grain growth of the 

crystallites during sample formation process. This course of action can be 

explained by zener-pinning effect [12,13].  

 

4.2.2 Particle Size Estimation From SEM, TEM Micrographs and EDS 

Analysis 

 SEM micrographs of In(2-x)NdxO3 with x = 0.10, 0.20 nanoparticles obtained 

at room temperature are shown in Figure 4.2.2.1(a) and Figure 4.2.2.1(b). The 

SEM micrographs show agglomerates of spherically shaped nanoparticles having 

particle size ranging from 60 nm to 70 nm. However TEM micrograph in Figure 

4.2.2.1(c) displays In2O3 nanoparticles with an average particle size of 54±3 nm 
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achieved by using Image J software for an ensemble of 40 particles, which is in 

concurrence with crystallite size achieved from XRD data.  
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Figure 4.2.2.1: SEM micrographs of (a) In1.90Nd0.10O3, (b) In1.80Nd0.20O3, (c) 

TEM image of In2O3 and EDS analysis of (d) In1.90Nd0.10O3, (e) In1.80Nd0.20O3 at 

room temperature. 

 

The elemental composition of In(2-x)NdxO3 with x = 0.10, 0.20 nanosamples 

examined using the energy dispersive X-ray spectroscopy (EDX) is given in 

Figure 4.2.2.1(d) and Figure 4.2.2.1(e). The EDX spectrum shows the presence of 

In, Nd and O elements in the prepared samples. The extra peaks obtained are Au 

and Pd peaks that occur because of sputtering of these materials on the samples 

for obtaining EDX spectra. Elemental weight percentages obtained from EDX 

spectra and theoretically calculated values of all the samples shown in Table 

4.2.1(a) and are found to be in good agreement for Nd however percentages for In 

and O differ which could be due to EDX technique itself. Reports suggest that 

error occurs as EDX is a surface based technique which does not provide full 
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information of the entire sample. Thus the identification of the compositional 

elements in the samples by EDX spectra confirms absence of impurity elements in 

all the samples. Thus EDX analysis confirms successful substitution of Nd
3+

 ions 

into the In2O3 matrix without any traces of impurity.  

 

Table 4.2.1a: Experimental and Calculated weight percentage values for In(2-

x)NdxO3 with x = 0.10, 0.20 

In1.90Nd0.10O3 In1.80Nd0.20O3 

Elements Weight % Elements Weight % 

 Experimental Calculated  Experimental Calculated 

In 63.82 77.75 In 67.12 72.89 

Nd 5.27 5.14 Nd 11.61 10.17 

O 30.46 17.10 O 21.26 16.92 

Total % 99.55 99.99 Total % 99.99 99.98 

 

4.2.3 Fourier Transform Infra-Red Spectroscopy 

Figure 4.2.3.1(a) represents the Fourier transform infrared spectrum of In(2-

x)NdxO3 (x = 0, 0.10, 0.15, 0.20) nanoparticles. Broad band in the range of 408 cm
-

1
 - 505 cm

-1
 and well resolved absorption bands at 536 cm

-1
, 563 cm

-1
, and 601 

cm
-1

 can be observed which are the characteristic bands of cubic phase in cubic 

bixbyite In2O3 structure shown in Figure 4.2.3.1(b). Bands in the range of 408 cm
-

1
 - 505 cm

-1
, at 536 cm

-1
and 563 cm

-1
 are attributed to the In–O stretching bands 

[26, 27], in addition to these peaks band at 601 cm
-1

 is observed which is 

attributed to In–O bending band in cubic bixbyite In2O3 structure [27]. The 

appearance of intense band in the range of 628 cm
-1

 - 634 cm
-1

 are due to addition 

of Nd
3+

 into the In2O3 lattice [28]. This insight examination of FTIR spectroscopy 

verifies that Nd
3+ 

ions have successfully substituted at In
3+

 ions position in the 

In2O3 matrix with impurity free monophasic sample. Furthermore, an additional 

four set of absorption bands from 1480 cm
-1 

to 1520 cm
-1

, 1620 cm
-1

 - 1676 cm
-1

, 

2303 cm
-1 

to 2410 cm
-1

 and 3333 cm
-1 

to 3556 cm
-1

 could be also identified. The 

absorption band in between 1480 cm
-1 

to 1520 cm
-1

 corresponds to the 

asymmetrical and symmetrical stretching vibration of the carboxylate group 

(COO
-
) that might be originating from fuel (Glycine) [29]. As the sample for 
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FTIR spectra is organized by mixing prepared sample with KBr which is 

hygroscopic there is always some amount of H2O present which appears as an 

absorption band between 1620 cm
-1

 - 1676 cm
-1 

due to H-O-H bending vibration 

in the spectra [30]. Absorption band in the range 2303 cm
-1 

to 2410 cm
-1

 

corresponds to the bending of CO2 molecule and weak band observed in the range 

3333 cm
-1 

to 3556 cm
-1

 which is assigned to the stretching and bending vibrations 

due to presence of the O-H molecule in the air [31,32].  

 

 

 

Figure 4.2.3.1: (a) Fourier transforms infra red spectra for In(2-x)NdxO3(x= 0, 0.10, 

0.15, 0.20) at room temperature and (b) Fourier transforms infra red spectra in the 

fingerprint region for In(2-x)NdxO3 (x= 0,0.10,0.15,0.20). 
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4.3 Ni doped CuO, Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) 

4.3.1 X-Ray Diffraction Analysis 

X-ray diffraction investigation of Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) nanoparticles were carried out to study the crystalline nature and the 

purity of the samples. Figure 4.3.1.1 shows the XRD patterns of all the samples 

and the rietvield refinement of XRD patterns done using FullProf suite of all the 

samples are shown in Figure 4.3.1.2. All the indexed XRD peaks match well with 

the JCPDS card No. 65–2309 that confirms the formation of monophasic 

monoclinic crystalline structure with space group C2/c [33,34]. Metallic traces 

such as NiO, Cu2O or Cu3O4 were not observed in the XRD pattern which 

confirms that the prepared samples are impurity free samples. This XRD analysis 

suggests that Ni
2+

 ions have successfully substituted at Cu
2+

 site in CuO matrix 

[35]. 

 

Figure 4.3.1.1: X-ray of diffraction pattern of Cu(1-x)NixO with x = 0, 0.05, 0.10, 

0.15, 0.20, 0.25, 0.30.  

 

The lattice parameter ‘a’, ‘b’, ‘c’ and the Cell volume ‘V’ variation of the 

monoclinic crystal structure of all the samples are shown in Figure 4.3.1.3 and 

Figure 4.3.1.4. The calculation of lattice parameter values was done using 

Rietveld profile fitting technique for all the samples as shown in Figure 4.3.1.3 

and the Cell volume ‘V’ was calculated using equation 4.3.1(a). 

    V = abcsinβ 4.3.1(a) 

Where ‘a’, ‘b’, ‘c’  are lattice parameter and ‘β’ is the interfacial angle.  
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Figure 4.3.1.2: Rietvield refined X-ray of diffraction pattern of (a) CuO, (b) 

Cu0.95Ni0.05O, (c) Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) 

Cu0.75Ni0.25O, (g) Cu0.70Ni0.30O. 

 

Increment or reduction of the crystal lattice depends on the ionic radii of the 

magnetic dopant ions and the host ions. The reduction in lattice parameter with 

increase in Ni
2+

 concentration is due to the substitution of Ni
2+

 ions (0.69Ǻ) which 

is having smaller ionic radii with Cu
2+

 ions (0.73Ǻ) which is having larger ionic 

radii [36,37]. Furthermore it may be observed from Figure 4.3.1.4 that the Cell 

volume reduces from 81.39 Ǻ
3
 to 81.14 Ǻ

3
 as the Ni

2+
 content increases from 0 to 

0.30. Since the cell volume is dependent on the lattice parameter ‘a’, ‘b’, ‘c’ and 

the interfacial angle ‘β’, as a result the Cell volume reduces with Ni
2+

 

concentration. The variation of interfacial angle ‘β’ with Ni
2+

 concentration is 

shown in inset of Figure 4.3.1.4. The subordination of lattice parameter and the 

cell volume with Ni
2+

 concentration confirms the successful doping of Ni
2+

 ions in 

CuO matrix [38,39]. 

                                             
   

 
                 4.3.1(b) 

The Crystallite size was determined using Williamson-Hall method using 

equation 4.3.1(b) where, ‘β’ is the full width at half the maximum FWHM 

intensity of the diffraction peaks in radians, and ‘θ’ is the peak site angle in 

degrees, k is the shape factor, λ is the wavelength of X-rays (Cu Kα = 1.5418Å), ‘t’ 

is the crystallite size in nm and ‘ε’ is the strain. Crystallite size estimation was 

done by plotting βcosθ verses 4sinθ, and the intercept was utilized to obtain the 
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crystallite size ‘t’. Figure 4.3.1.5 shows the decreasing crystallite size behavior 

from 78 nm to 48 nm with raise in Ni
2+

 concentration. The decreases in crystallite 

size‘t’ can be due to the difficulty in the grain growth of the crystallites during 

sample formation process. This course of action can be explained by zener-

pinning effect [12,13].  

 

 

Figure 4.3.1.3: Variation of lattice parameter ‘a’, ‘b’, ‘c’ with Ni concentration. 

 

 

Figure 4.3.1.4: Variation of Cell Volume ‘V’ with Ni concentration. 
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Figure 4.3.1.5: Variation of crystallite size ‘t’ with Ni concentration. 

                    

4.3.2 Particle Size Estimation from SEM, TEM Micrographs and EDS 

Analysis 

 Room temperature SEM micrographs of the sample Cu(1-x)NixO (x = 0.10 and 

0.20) are shown in Figure 4.3.2.1(a) and Figure 4.3.2.1(b). The SEM micrographs 

shows agglomerates of the nanoparticles which are spherical in shape with typical 

particle size ranging from 80 nm to 70 nm, this estimation were made using Image 

J software, over an ensemble size of 40 particles is in good agreement with 

crystallite size obtained from XRD data. The elemental composition of 

Cu0.90Ni0.10O and Cu0.80Ni0.20O has been analyzed using the energy dispersive 

spectroscopy (EDS).  
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Figure 4.3.2.1: SEM micrographs of (a) Cu0.90Ni0.10O, (b) Cu0.80Ni0.20O, and EDS 

analysis of (c) Cu0.90Ni0.10O, (d) Cu0.80Ni0.20O (e) TEM image of Cu0.80Ni0.20O. 

 

The EDS spectra obtained on all the samples are shown in Figure 4.3.2.1(c) 

and Figure 4.3.2.1(d). The EDS pattern verifies the presence of Cu, Ni and O 

elements with no other impurity element in the nanosamples. Experimental and 

calculated elemental weight percentages values for all the samples are tabulated in 

Table 4.3.1(a) which are in good agreement within the limits of experimental 

errors. SEM and EDS pattern further gives the evidence of successful substitution 

of Ni
2+

 ions into the CuO matrix with no additional impurity trace within the EDS 

resolution limit. The TEM micrograph in Figure 4.3.2.1(e) shows Cu0.80Ni0.20O 

nanoparticles with an average particle size of 42±3 nm as attained by using Image 

J software for an cluster of 50 particles, which is in good agreement with 

crystallite size calculated from XRD data. 

 

Table 4.3.1a: Experimental and Calculated weight percentage values for Cu(1-

x)NixO with x = 0.10, 0.20 

Cu0.90Ni0.10O Cu0.80Ni0.20O 

Elements Weight % Elements Weight % 

 Experimental Calculated  Experimental Calculated 

Cu 69.82 72.34 In 52.81 64.70 

Ni 8.16 7.42 Nd 14.38 14.93 

O 22.02 20.23 O 32.81 20.36 

Total % 100 99.99 Total % 100 99.99 
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4.3.3 Fourier Transform Infra-red Spectroscopy  

Figure 4.3.3.1 (a) shows the Fourier transform infrared spectrum of Cu(1-

x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) nanoparticles. The strong 

absorption band around 513 cm
-1

 to 532 cm
-1

 and broad absorption band in the 

range of 567 cm
-1

 to 600 cm
-1

 and 660 cm
-1

 to 673 cm
-1

 assign to the stretching 

vibration band of Cu-O [40, 41]. The absorption band in the range of 443 cm
-1

 to 

461 cm
-1

 related to the Ni-O vibration band [42] which occurs due to replacement 

of Cu
2+

 ions by Ni
2+

 ions in the CuO matrix as shown in Figure 4.3.3.1 (b). 

Furthermore, another two set of absorption bands could be also identified in the 

range of 1359 cm
-1 

to 1396 cm
-1

and 2337 cm
-1 

to 2386 cm
1
. The absorption band 

in between 1359 cm
-1 

to 1396 cm
-1

 corresponds to Corresponds to the 

asymmetrical and symmetrical stretching vibration of the carboxylate group i.e 

COO− could be due to the presence of partially burnt fuel [16]. Absorption band 

seen in the range of 2337 cm
-1 

to 2386 cm
1
corresponds to the bending vibration of 

CO2 molecule that is present in the air [18]. Therefore the above information 

authenticates the formation of monophasic Ni-doped CuO nanoparticles. 
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Figure 4.3.3.1: (a) Fourier transforms infra red spectra for Cu(1-x)NixO (x = 0, 

0.05, 0.10, 0.15, 0.20, 0.25, 0.30) at room temperature and (b) Fourier transforms 

infra red spectra in the fingerprint region for Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 

0.20, 0.25, 0.30). 
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CHAPTER 5 

Optical properties of Co doped ZnO, Nd doped In2O3 & Ni doped CuO 

Dilute Magnetic Semiconductor Nanoparticles 

 

Introduction 

UV visible spectroscopy is a useful technique as one can obtain important 

information about energy band gap of the semiconductor material. In the current 

chapter we have reported energy band gap studies of Co doped ZnO, Nd doped 

In2O3 and Ni doped CuO nanoparticles samples. Besides, outcome of 

photoluminescence and photoluminescence lifetime studies carried out on Co 

doped ZnO nanoparticle samples which are considered to be a DMS material of 

utmost importance are also explicated here. 

 

5.1 Co doped ZnO, Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20) 

5.1.1 UV-Visible Spectroscopy 

Room temperature UV absorption spectra of the samples Zn(1-x)CoxO (x = 

0.05, 0.10, 0.15, 0.20) measured in the wavelength range from 300nm - 800nm is 

shown in Figure 5.1.1.1 (a). These measurements were carried out to explore the 

consequence of Co
2+

 doping on the band gap of the material ZnO with an added 

advantage of confirming the substitution of Co
2+ 

in the ZnO structure. It is seen 

that UV absorbance is highest for lower Co
2+

 concentration and decreases slowly 

on escalating Co
2+

 concentration in ZnO matrix. It is well-known that the overall 

UV absorbance depends on factors like lattice strain, crystallite size, oxygen 

deficiency, impurity centers, surface roughness, agglomeration of the 

nanoparticles etc [1]. It was seen from Figure 4.1.1.6 in chapter IV that there is an 

increase in lattice strain with increase in Co
2+

 concentration ‘x’ which restricts the 

crystallite growth thereby reducing the crystallite size in the sample. Therefore 

decrease in crystallite size ultimately results in decline in UV absorption and the 

same is reflected in the energy band gap of the material. Secondly PL 

investigation shows reduction in peak intensities with increasing ‘x’ that implies 

that oxygen deficiency in the samples dwindles as Co
2+

 content increases in the 

samples. Additionally, X-ray and EDS supports the formation of impurity free 

samples. As a result these assessments provide satisfactory evidence of reduction 

in UV absorbance with increasing Co
2+

 concentrations in the samples [1,2].  
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Figure 5.1.1.1: (a) UV absorbance spectra, (b) Plots of (αhv)
2 

versus photon 

energy (hν), (c) linear regression fit for Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20). 
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It may be seen that additional three humps at 568 nm (2.18eV), 612 nm 

(2.03eV) and 660 nm (1.88eV) are observed for all samples as shown in Figure 

5.1.1.1 (a). Occurrence of these three humps can indisputably attributed to d-d 

electronic transitions which take places from the ground state 
4
A2 to 

2
A1, 

4
T1 and 

2
E1 state for the tetrahedral Co

2+
 ions [3,4]. The existence of Co

2+ 
in high spin 

state at tetrahedral environment is known to create lattice distortion which is 

furthermore confirmed by X-ray studies [5]. The existence of these three peaks in 

the visible region indicates the successful inclusion of Co
2+ 

ions in the Zn
2+

 

tetrahedral sites of the ZnO matrix [3-5]. A random UV absorption effect is 

observed in case of absorption by d-d transition levels in the samples. Samples 

with x = 0.05, 0.20 show lower absorption then samples with x = 0.10, 0.15. This 

variation in absorbance may be due to factors like particle size, reduction in 

impurity centers, surface roughness and agglomeration of particles that cannot be 

controlled by any nanoparticle materials preparation method.  

The energy band gap for Co-doped ZnO samples was estimated from Tauc’s 

plots as per equation 5.1.1 (a) in which A is constant, hυ the photon energy, Eg is 

the energy band gap, n = ½ and n = 2 for allowed direct and indirect transitions 

respectively [6]. 

                                      (αhυ) = A (hυ − Eg)
n
                                        5.1.1(a)                                           

  Figure 5.1.1.1 (b) displays Tauc’s plots (αhυ)
2
 Vs hυ  for the samples with 

the inset showing corresponding direct band gap energy values obtained. These 

accurate band gap values of Co-doped ZnO were obtained using linear regression 

fit at higher energy values taken from tauc’s plots as shown in Figure 5.1.1.1 (c). 

The highest energy band gap value Eg=3.02 ± 0.11 eV at x=0.05 was found to 

decrease linearly to a value of Eg=2.55 ± 0.03 eV at x=0.20 therefore increasing 

the optical wavelength which is an signal of a red shift in the band gap [7,8]. The 

lessening in energy band gap with Co
2+

 concentration [insert in Figure 5.1.1.1 (b)] 

is attributable to the exchange interaction among the d-localized electrons of Co
2+ 

atoms and the s-p band electrons of ZnO [9, 10]. 

 

5.1.2 Photoluminescence Analysis 

Room temperature photoluminescence (PL) emission spectra of the sample 

Zn(1-x)CoxO (x = 0.05, 0.10, 0.15,0.20) obtained with an excitation wavelength of 

318 nm is shown in Figure 5.1.2.1. Generally, the overall PL intensities trail a 
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decreasing pattern as the Co
2+

 concentration enhances in the sample. The sample 

Zn0.95Co0.05O shows most intense PL spectra with a wide broadening in the 

greenish-yellow area. The emission spectrum for higher values of Co
2+

 

concentration are improved and found to explain specific peaks in different colour 

regions in place of a broad spread seen between 500nm to 600nm. The emission 

wavelengths and its peak intensities are seen to become sharper and separate with 

a minor slide down in overall intensities. The dissimilarity of the most intense 

peak intensities for wavelengths namely 410nm, 466nm, 547 – 550 nm and 

579nm as a function of Co
2+ 

concentration ‘x’ are shown in Figure 5.1.2.2. The 

dwindle in PL intensity observed is due to the formation of defect states below the 

conduction band that shrinks with increasing ‘x’ in the ZnO matrix. Some of the 

electrons excited from valence band slow down at the defect states without 

reaching the conduction band [11] ending up in decreased PL intensity. It can be 

seen that for a particular concentration, green emission is the most intense 

emission except for sample with x = 0.05 where greenish-yellow emission takes 

the maximum intensity.  

The PL emission peaks in three different regions namely violet, blue and 

green given in Table 5.1.1(a), have been observed for all the samples. Zinc oxide 

by itself has a large band gap (3.3 eV) which goes on declining from 3.02 ± 0.11 

eV to 2.55 ± 0.03 eV due to the adding up of Co
2+

 in the ZnO matrix. The PL 

emission peaks in three different regions namely violet, blue and green given in 

Table 5.1.1(a), have been observed for all the samples. 
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Figure 5.1.2.1: Room temperature PL spectra of Zn(1-x)CoxO with (a) Co0.05 (b) 

Co0.10 (c) Co0.15 (d) Co0.20. 
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Figure 5.1.2.2: Variation of PL intensity with Co concentration. 

 

 Zinc oxide by itself has a large band gap (3.3 eV) which goes on declining 

from 3.02 ± 0.11 eV to 2.55 ± 0.03 eV due to the adding up of Co
2+

 in the ZnO 

matrix. Reports propose that these emissions in the visible region are product of 

intrinsic defects created in the samples, that include Zn vacancies (VZn), O 

vacancies (VO), interstitial Zn (Zni), interstitial (Oi), and O intermediate levels 

formed between valence band and conduction band due to Co
2+

 substitution at 

Zn
2+

 positions [2, 12]. The emission peak observed in violet region at 410 nm for 

all the samples, is attributable to the existence of defects such as interstitial Zn 

(Zni) and Zn vacancies (VZn) related to interface traps existing at the grain 

boundaries of the nanoparticles [13,14]. Five emission peaks observed in blue 

region (436 nm – 492 nm) for all the samples could be due to transition from 

interstitial Zn (Zni) to the valence band or transition from the bottom of the 

conduction band to the interstitial O (Oi) level [12,15]. Two main observable 

emission peaks observed in green region (547 nm to 579 nm) for all the samples, 

may be ascribed to the existence of different types of defects that may be present 

prevalent to oxygen vacancies (VO) and zinc vacancies (VZn) in the samples [16, 

17].  
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Table 5.1.1a: PL emission wavelengths and intensities of Zn(1-x)CoxO (x = 0.05, 

0.10, 0.15 ,0.20) at room temperature obtained with excitation wavelength of 

318nm. 

x = 

 

Violet 

Emission 

wavelength 

(nm) 

Intensity 

(a.u) 

Blue 

Emission 

wavelength 

(nm) 

Intensity 

(a.u) 

Green 

Emission 

Wavelength 

(nm) 

Intensity 

(a.u) 

0.05 410 65602 436 61919 550 129213 

450 68197 579 143152 

466 78858   

481 66280 

491 69312 

0.10 410 51868 437 43208 547 68206 

452 50977 578 50277 

466 60902   

482 50572 

492 53115 

0.15 410 41120 438 38781 548 62003 

450 42214 578 50803 

466 49746   

481 41536 

491 43753 

0.20 410 38309 438 42242 547 53804 

450 46588 577 44718 

        466 52254   

481 41708 

491 42206 
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Figure 5.1.2.3: Variation of PL intensity with emission wavelength for Co 

concentration x = 0.05, 0.10, 0.15 and 0.20. 

 

It may be seen from Figure 5.1.2.3 that the PL peak positions i.e emission 

wavelengths do not change with variation of Co
2+

 concentration in the samples. 

But for any given wavelength the peak intensity reduces with increasing Co
2+

 

concentration. This imperative observation implies that the numbers of defect 

states or intermediate energy states are subordinated on increasing Co
2+

 

concentration in the sample. Secondly enhancement in emission intensity at higher 

wavelengths suggests that the defect centers or the unoccupied energy states at 

higher energy level close to conduction band are in smaller amount as number 

compared to similar states at low energy level close to valence band. Therefore it 

may be seen that there is no increase in the number of defect states with raise in 

Co
2+

 concentration in the sample.  

 

Photoluminescence Lifetime  

Photoluminescence (PL) lifetime spectra for the sample Zn(1-x)CoxO, (x = 

0.05, 0.10, 0.15, 0.20) was recorded at room temperature. The samples were 

excited with excitation wavelength of 318 nm and decay times for four major 

emission wavelengths between 410 nm to 579 nm were recorded. The PL decay 

curves given in Figure 5.1.2.4 were fitted with single exponential function as 

specified by equation 5.1.1 (b).  
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                                           I = A exp (−t/τ) + I0          5.1.1(b) 

Where I0 and I are the initial and instantaneous luminescence intensities, A is 

a constant, t the measurement time and τ represents the lifetime of the PL 

emission [18]. 
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Figure 5.1.2.4: PL lifetime of Zn(1-x)CoxO (x = 0.05, 0.10, 0.15 ,0.20) at room 

temperature with excitation wavelength 318nm. 

 

Table 5.1.1b: Room temperature PL lifetimes observed for Zn(1-x)CoxO (x = 0.05, 

0.10, 0.15,0.20) with excitation wavelength of 318nm. 

Zn0.95Co0.05O Zn0.90Co0.10O 

Emission 

wavelength 

 (nm) 

Io 

(a.u) 

Lifetime 

τ(µS) 

Emission 

Wavelength 

 (nm) 

Io 

(a.u) 

Lifetime τ(µS) 

410 0.756 6.738 ± 0.041 410 0.560 6.637 ± 0.052 

466 0.520 6.742 ± 0.040 466 0.432 6.762 ± 0.041 

550 0.463 6.758 ± 0.038 547 0.247 6.962 ± 0.045 

579 0.102 9.086 ± 0.048 578 0.066 8.951 ± 0.086 

Zn0.85Co0.15O Zn0.80Co0.20O 

Emission 

wavelength 

 (nm) 

Io 

(a.u) 

Lifetime 

 τ (µS) 

Emission 

Wavelength 

 (nm) 

Io 

(a.u) 

Lifetime τ(µS) 

410 0.536 6.138 ± 0.034 410 0.356 6.611 ± 0.039 

466 0.410 7.126 ± 0.056 466 0.281 6.712 ± 0.044 

548 0.196 7.403 ± 0.097 547 0.138 7.280 ± 0.068 

578 0.069 7.969 ± 0.081 577 0.059 7.814 ± 0.097 
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The calculated values of PL lifetime τ tabulated in Table 5.1.1(b) are in 

microseconds. Figure 5.1.2.5 (a) and (b) respectively shows the variation of τ and 

Io with emission wavelength for the samples. It is observed that τ for the samples 

show a mixed behavior. The PL lifetimes on an average are seen to increase with 

enhancement in the emission wavelengths for each individual sample however the 

order is not maintained with concentration ‘x’ in the samples. The short lifetime 

decay may be attributed to the radiative recombination of near-surface excitons 

due to the existence of surface defects [19,20]. The long lifetime decay for 

emission wavelengths in the range 466 nm to 579 nm, can be due to donor-

acceptor pair recombination [21]. Initial Intensity Io decreases with increase in 

Co
2+ 

content and rise in emission wavelength is shown in Figure 5.1.2.5 (b). 

 

 

 

Figure 5.1.2.5: (a) Variation of PL lifetime τ (µS) and (b) Variation of PL Initial 

intensity Io with emission wavelength for Zn(1-x)CoxO with x = 0.05, 0.10, 0.15, 

0.20 
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5.2 Nd doped In2O3, In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) 

5.2.1 UV-Visible Spectroscopy 

Figure 5.2.1.1 (a) shows the room temperature UV absorption spectra of the 

In(2-x)NdxO3 (x= 0, 0.10, 0.15, 0.20) nanosamples. UV absorbance measurement 

were done in the wavelength range of 250 nm to 800 nm to examine the influence 

of Nd
3+

 on the band gap of the material and to verify the substitution of Nd
3+ 

in 

the In2O3 structure. Tauc’s plots plotted as per equation 5.2.1 (a) where A is a 

constant, hυ is the energy of the photon, Eg is the energy band gap and for direct 

transitions n = ½ [6] are shown in Figure 5.2.1.1 (b) with inset correspond to 

direct energy band gap values.  

                       (αhυ)=A(hυ − Eg)
n
 5.2.1(a) 
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Figure 5.2.1.1: (a) UV absorbance spectra, (b) Plots of (αhv)
2 

versus photon 

energy (hν), (c) linear regression fit for In(2-x)NdxO3 (x= 0, 0.10, 0.15, 0.20). 

 

The exact energy band gap values were obtained using linear regression fit at 

higher energy taken from tauc’s plots as shown in Figure 5.2.1.1 (c). The highest 

energy band gap value Eg=3.22± 0.09 eV at x=0 was found to decrease linearly to 

a value of Eg=3.14 ± 0.12 eV at x=0.20 thus increasing the optical wavelength 

which is an implication of a red shift in the band gap [22]. This consequence 

could be due to phenomenon known as band bending. In doped semiconductors, 

ionization of dopant atoms in the vicinity of the interface develops an electric field 

causing shifts in energy levels. The (localized) valence band and delocalized 

(conduction) band are moved as a function of Fermi level and the process is 

termed as band bending [23-25]. The main cause of band bending in nanomaterial 

doped semiconductor is related to decrease of crystallite size. Nanomaterials are 

known to possess large surface to volume ratio. This ratio keeps on enhancing 

with decrease in crystallite size [25]. The resulting large surface area and large 

number of ionized dopant atoms at the interface keeps on escalating with increase 

in dopant concentration. Therefore band shifting would be more with larger 

dopant concentration thereby reducing the energy band gap of the material.  
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5.3 Ni doped CuO, Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) 

5.3.1 UV-Visible Spectroscopy 

UV absorbance measurement were done in the wavelength range of 250 nm 

to 800 nm to examine the influence of Nd
3+

 on the band gap of the CuO and to 

study the influence of Ni
2+ 

in the CuO matrix, Tauc plots of the Cu(1-x)NixO (x = 0, 

0.05, 0.10, 0.15, 0.20, 0.25, 0.30) nanoparticles is shown in Figure 5.3.1.1. Tauc’s 

plots are plotted as per equation 5.2.1(a). The exact energy band gap values were 

obtained using linear regression fit at higher energy taken from tauc’s plots as 

shown in Figure 5.3.1.2 and the variation of energy band gap with Ni 

concentration is shown in Figure 5.3.1.3. The highest energy band gap value 

Eg=3.33± 0.19 eV at x=0 was found to decrease linearly to a value of Eg=2.51 ± 

0.33 eV at x=0.30 thereby increasing the optical wavelength which is an 

implication of a red shift in the band gap. This effect could be due to phenomenon 

known as band bending as stated earlier [24,25]. In addition the decreasing of 

band gap could be attributed to sp-d (s-d and p-d) exchange interaction which is 

the exchange interaction between the localized ‘d’ electrons of Ni
2+ 

atoms and the 

‘sp’ band electrons of CuO [26,27]. 

 

 

Figure 5.3.1.1: Tauc Plots of (αhv)
2 

versus photon energy (hν) for Cu(1-x)NixO (x = 

0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30). 
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Figure 5.3.1.2: Linear regression fit for (a) CuO, (b) Cu0.95Ni0.05O, (c) 

Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) Cu0.75Ni0.25O, (g) 

Cu0.70Ni0.30O. 

 

Figure 5.3.1.3: Variation of Bang gap ‘Eg’ with Ni concentration. 
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CHAPTER 6 

Magnetic properties of Co doped ZnO, Nd doped In2O3 & Ni doped CuO 

Dilute Magnetic Semiconductor Nanoparticles 

 

Introduction  

The magnetic properties of any particular material can be understood by 

investigating its response to external magnetic fields. However, it is also found 

that the magnetic properties of DMS material are strongly dependent on the 

existence of unpaired electrons in the material. In the current chapter we have 

reported complete exploration of important magnetic properties of Co doped ZnO, 

Nd doped In2O3 and Ni doped CuO nanoparticles samples using magnetic 

measurements such as Hysteresis curves at room temperature, Zero field cooled 

(ZFC) and Field cooled (FC) Plots under constant magnetic field of 500 Oe.  

 

6.1 Co doped ZnO, Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20). 

6.1.1 Magnetic Properties 

Figure 6.1.1.1 shows the results of hysteresis curves measured at room 

temperature for all the samples. The insert in the figure display the enlarged vision 

of the hysteresis curves near origin. The sample with lowest Co
2+ 

concentration 

holds the diamagnetic behavior of ZnO while the other three samples having 

higher Co
2+

 concentration show ferromagnetic behavior. This signifies that 

induction of trace amount of Co (x = 0.05) cannot alter the diamagnetic behavior 

of the sample [1]. The foremost magnetic moment is observed for sample with 

highest Co
2+

 concentration [2, 3]. The magnetization of these samples proceeds 

linearly above 2-3 kOe of the applied field. The linear enhancement of 

magnetization in the M-H loops could be explained on the basis of strong in d-d 

exchange interaction coupled with Co
2+ 

ions which increases with increase in Co
2+ 

doping. At low level (x = 0.05) of Co
2+ 

doping d-d exchange interaction is very 

weak and limits the sample from going into a ferromagnetic state. Thus the Co
2+ 

doped samples at this concentration stage do not exhibit ferromagnetism. The 

origin of increasing magnetization in the M-H loops at higher concentrations of x 

= 0.15, 0.20 can be elucidated on the basis of Co
2+

 going in the high spin state. 

Co
2+ 

(4s
0
3d

7
) ions in high spin state arrangement has three unpaired electrons as 

shown in Figure 6.1.1.2, this produces a high spin environment in the wurtzite 
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structure leading to enhancement in the magnetization [11]. Thus for samples with 

x = 0.15 and 0.20 the high spin environment and strong d-d exchange interaction 

quickly enhances the magnetization giving rise to ferromagnetism in these 

samples. Although the samples with x =0.10, 0.15, 0.20 exhibit ferromagnetism 

which is higher in magnitude, the samples are far from attaining a stable 

saturation state [4, 5].  

 

 

Figure 6.1.1.1: Hysteresis loop of Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20) at room 

temperature. 

 

 

Figure 6.1.1.2: Co
2+ 

(4s
0
3d

7
) high spin electronic configuration. 
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Figure 6.1.1.3: Zero field cooled (ZFC) and Field cooled (FC) Plots for (a) 

Zn0.95Co0.05O, (b) Zn0.90Co0.10O, (c) Zn0.85Co0.15O, (d) Zn0.80Co0.20O under 500 Oe. 

 

To examine the perspective aspect about the magnetic behavior in DMS 

nanomaterials, change of magnetization with respect to temperature (M-T curves) 

were attained under zero field cooled and field cooled conditions with an applied 

magnetic field of 500 Oe. The magnetization of the samples as seen from Figure 

6.1.1.3 is found to decrease with increasing temperature. This is attributed to 

increase in thermal agitation of the atoms that result in non-alignment of the atoms 

in the magnetic field. Generally a decrease in magnetization with increasing 

temperature is an indication of the paramagnetic behavior of a material [6]. But at 

a given temperature, the difference between the corresponding magnetization 

value on FC and ZFC curves gives the net ferromagnetic contribution of the 

sample by deducting paramagnetic and diamagnetic contributions at that 

temperature [7]. In the present case, the distinct separation between FC and ZFC 

curves with the presence of irreversibility temperature of 398 K, 395 K and 389K 

for last three samples indicates presence of ferromagnetic ordering in these 

samples. It may be seen that decrease of irreversibility temperature with increase 

in Co
2+ 

concentrations is an indicator of an increase in ferromagnetic ordering. 

This behavior can very clearly be seen in the hysteresis curves given in Figure 

6.1.1.1. 

For a sample with x = 0.05 irreversible temperature could not be seen till 

400K which is the limit of the instrument. This may be due to the low value of 
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doping concentration which can be also visible from the M-H curve in Figure 

6.1.1.1. Moreover, the smooth fall of ZFC and FC curves with rising temperature 

without any cusp indicates absence of characteristic FM to SPM or FM to PM 

transition [8,9]. Since the samples are free from impurity phases such as CoO or 

Co3O4, no antiferromagnetic ordering was observed that normally rampant in 

presence of these kinds of impurities which annihilates ferromagnetism in 

materials [10]. Thus the natures of FC and ZFC curves supports formation of 

impurity free material and justify induction of ferromagnetism in the samples 

which is exclusively caused by the exchange interactions among the localized d-

electrons in Co
2+

 atoms. 

 

6.2 Nd doped In2O3, In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) 

6.2.1 Magnetic Properties 

Magnetization versus Magnetic field (M-H) curves obtained for In(2-x)NdxO3 

(x= 0, 0.10, 0.15, 0.20) samples with a maximum applied field of 30kOe at room 

temperature are shown in Figure 6.2.1.1. It may be seen that the un-doped sample 

with x = 0 exhibits diamagnetic behavior [8] whereas the doped samples show 

ferromagnetic behavior which enhances with increasing Nd
3+

 concentration. Thus 

maximum magnetic moment is observed for sample having highest Nd
3+ 

concentration. The hysteresis plots in the figure shows that the magnetization of 

the doped samples raises almost linearly with a minor curvature approximately 

above ±5 kOe of the applied magnetic field. The magnetization of the samples 

increases with increase in Nd
3+ 

concentration indicating presence of ferromagnetic 

nature in the samples. The ferromagnetism in the sample is due to exchange 

interaction between the localized f electrons in Nd
3+

 atoms [12]. This 

measurement provides sufficient confirmation about the existence of 

ferromagnetism in the samples. 

To understand better about induction of ferromagnetism in the materials, 

temperature dependent magnetization measurements under (ZFC) zero field 

cooled and field cooled (FC) conditions at 500 Oe were carried out as shown in 

Figure 6.2.1.2. The overall magnetization of the samples is seen to reduce with 

increasing temperature as a result of increased thermal agitation of the atoms 

which is an outcome of non alignment of the atoms in the magnetic field. 
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Figure 6.2.1.1: Hysteresis loop of In(2-x)NdxO3 (x= 0, 0.10, 0.15, 0.20) at room 

temperature. 
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Figure 6.2.1.2: Plots of ZFC and FC measurements for (a) In2O3, (b) 

In1.90Nd0.10O3, (c) In1.85Nd0.15O3, (d) In1.80Nd0.20O3 under 500 Oe. 

 

 Generally the difference between FC and ZFC magnetization values provides 

the total ferromagnetic contribution in the sample by eliminating paramagnetic 

and diamagnetic contributions [7]. FC and ZFC curves for x = 0 does not show 

any irreversibility temperature as displayed in the inset of Figure 6.2.1.2 (a). This 

implies that the sample is purely diamagnetic in nature [8]. Moreover the distinct 

separation between FC and ZFC curves with presence of irreversibility 

temperatures at 396 K, 394 K and 392 K for samples with x= 0.10, 0.15 and 0.20 

respectively under 500Oe indicate the existence of ferromagnetic ordering in the 

samples. It is observed that the irreversibility temperature of the sample reduces 

with increase in Nd
3+ 

concentration which signifies an augmentation of 
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ferromagnetic ordering in the samples as observed in the hysteresis curves. 

Secondly no uncharacteristic behavior like a cusp, indicating transition from 

ferromagnetic to paramagnetic or ferromagnetic to super-paramagnetic state or 

presence of antiferromagnetic ordering, is observed in ZFC and FC curves [9,15]. 

This also establishes the fact that Nd
3+ 

has entered the In2O3 matrix forming a pure 

phase and has not formed a mixed impurity state like Nd2O3 within the material 

there by forming a mixture of the two oxides [14]. Thus FC and ZFC curves give 

clear confirmation of introduction of pure ferromagnetic phase in the samples 

which is due to exchange interaction between the localized f electrons in Nd
3+

 

atoms in the sample [12]. 

 

6.3 Ni doped CuO, Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) 

6.3.1 Magnetic Properties 

Magnetization versus Magnetic field (M-H) curves obtained for Cu(1-x)NixO (x= 0, 

0.05, 0.10, 0.15, 0.20, 0.25, 0.30) samples with a maximum applied field of 

20kOe at room temperature are shown in Figure 6.3.1.1. All the samples exhibit 

ferromagnetic behavior that elevates with increase in Ni
2+

 concentration the 

samples. The ferromagnetism in these DMS materials could be due to the 

existence of unpaired spin electrons, surface size effect and the 

impurity/secondary phase in the sample. However the prepared samples are 

formed in single phase, without any trace of impurity/secondary phase as 

conformed from X-ray analysis discussed in the chapter 4. It may be seen from 

inset of Figure 6.3.1.1 that for x = 0 sample shows feeble ferromagnetic behavior 

[17]. The ferromagnetism present in x = 0 sample must be due to the oxygen 

vacancies created in the CuO matrix [17]. Moreover superiority of ferromagnetic 

behavior increases with increase in Ni
2+

 content in the sample. From the figure it 

is noticed that maximum magnetic moment is detected for sample having highest 

Ni
2+ 

content. The ferromagnetism in the doped samples may be due to the 

variation of the magnetic moment of Ni
2+

 ions when it is substituted with Cu
2+

 

ions. The magnetic moment of Ni
2+

 is 2.83 μB which is larger than the magnetic 

moment of Cu
2+

 that is 1.73 μB [18]. Therefore, increase of Ni
2+

 content results in 

amplification of the ferromagnetic spin-spin interaction among the nickel and 

copper atoms [18].  
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Figure 6.3.1.1: Hysteresis loop of Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 

0.30) at room temperature. 

 

In order to find out more information about the magnetic behavior of the 

Ni-doped CuO nanoparticles, the field-cooled and zero field-cooled magnetization 

curves were measured from 50 K to 400 K under applied magnetic field of 500 

Oe. It can be seen from Figure 6.3.1.2 that initially the zero field-cooled 

magnetization increases, subsequently the magnetization decreases with increases 

in temperature and Field cooled magnetization decreases with increases in 

temperature. 
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Figure 6.3.1.2: Plots of ZFC and FC measurements for (a) CuO, (b) Cu0.95Ni0.05O, 

(c) Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) Cu0.75Ni0.25O, (g) 

Cu0.70Ni0.30O under 500 Oe. 



136 

 

  The variation in FC and ZFC curve signifies a typical behavior of 

ferromagnetic nanoparticles [19]. Moreover presence of irreversible temperature 

is observed for x = 0.05 at 386 K, x = 0.10 at 378 K, x = 0.15 at 370 K, x = 0.20 at 

364 K, x = 0.25 at 352 K and x = 0.30 at 346 K under 500 Oe. The irreversible 

temperature decreases with increase in Ni
2+

 content signifying enhancement of 

ferromagnetic ordering in the samples. FC and ZFC curves for x = 0 do not show 

irreversibility temperature as displayed in Figure 6.3.1.2 (a). This implies that the 

sample have low ferromagnetic ordering in the sample [20]. It can be seen from 

Figure 6.3.1.2 that for all the samples ZFC curves magnetization increases, 

reaches to a maxima and then decreases. The point where the magnetization is 

maximum is called as blocking temperature [21]. The blocking temperature 

signifies the presence of superparamagnetism in the samples and the blocking 

temperature is dependent on the crystallite size [21,22]. The blocking temperature 

observed for x = 0 at 264 K, x = 0.05 at 258 K, x = 0.10 at 246 K, x = 0.15 at 242 

K, x = 0.20 at 236 K, x = 0.25 at 230 K and x = 0.30 at 222 K, which decreases 

with increasing the Ni
2+

 content. The superparamagnetism arises when the 

crystallite size becomes small [22] and it is confirm from our structural analysis 

that the crystallite size decreases with increases in Ni
2+

 concentration. This 

analysis shows that the blocking temperature is in the temperature range of 222K - 

264K which indicates presence of superparamagnetic grains in the samples. 

Moreover with increase in temperature the Ni
2+

 samples showed irreversible 

temperature indicating existence of ferromagnetism in the samples. This analysis 

ascertains the fact that Ni
2+ 

has entered in the CuO matrix and has not formed an 

impurity state like NiO in the material thus from FC and ZFC curves provides a 

clear confirmation of ferromagnetism in the samples [14]. 
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CHAPTER 7 

Electrical properties of Co doped ZnO, Nd doped In2O3 & Ni doped CuO 

Dilute Magnetic Semiconductor Nanoparticles 

 

Introduction 

Electrical transport properties of DMS materials are generally used to 

understand the conduction mechanisms involved in DMS materials. This 

information is also useful in deciding the suitability of the materials for particular 

type of application. Oxide based DMS materials are the most versatile materials 

having numerous spintronic applications. These materials find applications in 

solar cells, logic devices, spin polarized light emitting diodes, nonvolatile memory 

storage, spin field effect transistors. A detailed study of the important electrical 

properties like thermo-power, resistivity, dielectric constant and dielectric loss 

with respect to frequency and temperature of Co doped ZnO, Nd doped In2O3 and 

Ni doped CuO nanoparticles is discussed here. The fundamental of electrical 

parameters and a model explaining the dielectric properties briefly is also 

mentioned in this Chapter. 

 

7.1 Co doped ZnO, Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20). 

7.1.1 Thermoelectric Power 

Thermopower measurements on the samples were carried out in the 

temperature range of 300K (27
 o

C) to 773K (500 
o
C). The plots obtained for 

Seebeck coefficient ‘S’ (V/K) variation with respect to the temperature ‘T’ (
o
C) 

are shown in Figure 7.1.1.1 (a) for all the samples. The ‘S’ was calculated using 

equation 7.1.1 (a) and the charge carrier concentrations were estimated using 

equation 7.1.1 (b) and 7.1.1 (c). 

  
  

  
 

    
      

  
 
   

     
       

  
  

    
      

  
 
   

     
       

  
  

7.1.1 (a) 

 

7.1.1 (b) 

 

7.1.1 (c) 

Where, in equations 7.1.1a and in equations 7.1.1c, ∆V is the thermo-electro 

motive force (e.m.f) , ∆T is the temperature difference between hot and the cold 
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junction; ‘hm’ and ‘em’ are the rest mass of the charge carriers (holes and electron), 

‘K’ is the Boltzmann constant, ‘h’ is the Planck’s constant and ‘S’ is the Seebeck 

coefficient. Ec is the bottom energy level of the conduction band, Ev is the upper 

energy level of the valence band and Ef is the position of the fermi energy level. 

 

 

 

Figure 7.1.1.1: (a) Seebeck coefficient variation with respect to temperature and 

(b) Variation of Carrier concentration with respect to temperature for Co doped 

ZnO. 

 

The material type (p-type or n-type) information is provided by the polarity 

signal of the Seebeck coefficient that gives the charge carriers (holes or electron) 

nature [1]. For all the samples Seebeck coefficient ‘S’ displays a positive value 
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that stays steady for lower range temperature up to 363K (90 
o
C) representing a p-

type semiconductor behavior. Figure 7.1.1.1 (b) shows that there is a negligible 

raise in carrier concentration in this range of temperature. Near about 363K (90
o
C) 

a signal of change in the nature of semiconductor behavior (p-type to n-type 

charge carriers) occurs all of a sudden due to a first order charge polarity 

transition. A large enhancement in charge carrier concentration (n-type) is noticed 

due to this transition. Therefore from room temperature to about 363K (90
o
C) the 

samples acts as p-type semiconductors and from a temperature little higher than 

363K (90
o
C) onwards the samples acts as n-type of semiconductors with electrons 

replacing the holes as majority charge carries employed in conduction mechanism 

[1,2]. A charge carrier concentration trends with respect to temperature are 

displayed in Figure 7.1.1.1 (b). The charge carrier concentration enhances from 

room temperature approximate value of 2.53x10
19

 per cm
3 

to a value of 1.35x10
20

 

per cm
3
 at 363K (500

o
C). At elevated temperature conduction electrons which are 

thermally activated electrons plays an important character in Seebeck coefficient. 

It may be seen that for all the Co
2+

concentrations increase in charge carrier 

population results in decrease in the seebeck coefficient value. At elevated 

temperatures charge carriers are thermally activated and those carriers which 

attains adequate amount of energy jump from valance band into the conduction 

band. ‘S’ values decreases due to increment of charge carriers (electrons) in the 

conduction band which enhances the charge carrier collisions at high temperature 

[3]. However what is interesting is the first order transition from p-type of 

semiconductor to n-type of semiconductor at a temperature of 363K (90
 o

C) which 

can be very useful for application. 

 

7.1.2 DC Resistivity 

In addition to thermopower of a material the electrical resistivity provides 

significant information about the conduction process in solid material and also 

determines how strongly the material will resists the flow of electric current. log10 

ρ (Ω cm) v/s 1000/T (K
-1

) plots are shown in Figure 7.1.2.1 (a) for Zn(1-x)CoxO 

with x = 0.05, 0.10, 0.15 and 0.20. The resistivity ‘ρ’ was calculated at different 

temperatures using equation 7.1.2 (a). 

                                                           
  

  
     7.1.2 (a) 
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Where ‘V’ is the applied voltage, ‘A’ is pellet area, ‘I’ is Current and ‘t’ is 

pellet thickness. 

 

 

 

Figure 7.1.2.1: (a) Variation of resistivity with respect to temperature and (b) 

Arrhenius fitted curves at elevated temperature region for Co doped ZnO 

nanoparticles. 

 

The resistivity curves over the temperature range from room temperature to 

773K (500 
o
C) are separated into three different regions, that is the region I is 

between 300K (27
o
C) - 363K (90

o
C), region-II between 363K (90

o
C) – 398K 

(125
o
C) and region-III is between 398K (125

o
C) – 773K (500

o
C) respectively as 
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shown in Figure 7.1.2.1 (a). It is noticeable that there is a little increase in the 

resistivity values which rises with temperature from 300K (27
o
C) to 363K (90

o
C) 

as displayed in region I. Generally resistivity enhances in region I due to 

activation of phonon vibrations and phonon induced scattering of charge carriers 

consequently reducing the mean free path of the free charge carriers [4,5]. 

However, enhancement of resistivity in the current materials due to phonon 

vibrations is enormously less as compared to the reports published on similar 

materials [6,7]. This implies two things, for occurrence of multiple scattering of 

charge carriers either the phonon vibration are not so intense or the there are less 

amount of charge carriers in the sample at these temperatures. Since the samples 

show high resistivity values in this region which is of the order around 10
8
 Ohm-

cm and above it means that there is less number of charge carriers for conduction. 

It may be also seen that the resistivity from room temperature to about 363K 

(90
o
C) positive charge carriers (holes) are dominated in the system as shown in 

7.1.1.1 (a), generally in semiconductors movement of holes is different from 

electron movement as a result huge effect of phonons will not be there in the 

conduction of holes in this region. First order phase transition around at 363K 

(90
o
C) can be obviously noticeable from Figure 7.1.1.1 which shows the Seebeck 

coefficient and charge carrier concentration curves with respect to temperature. At 

this particular temperature there is sufficient thermal energy to vacant some 

valance electrons into the conduction band. At this particular temperature electron 

concentration is of the order of 3.79x10
19 

per cm
3
 that normally exists in a 

semiconductor. A slight increase in resistivity is observed because of charge 

carrier scattering in the temperature region II that is from 363K (90
o
C) to about 

398K (125
o
C) phonons become active due to change in charge carrier and its 

result can be observed in Figure 7.1.2.1 (a). Steep fall of resistivity in region III of 

the materials can be seen in Figure 7.1.2.1 (a) which implies that in this region 

maximum thermal energy is available for the ejection of charges that goes on 

rising and enhancing the electron charge carrier population in the conduction 

band. From Figure 7.1.1.1 (b) it is seen that in region II the concentration of 

charge carriers gradually enhances with temperature till around 398K (125
o
C). 

After initial transition at 363K (90
o
C), the charge carrier concentration 

progressively increases and can be observed in region II. Charge carrier 

concentration value at temperature 398K (125
o
C) is 4.21x10

19
 per cm

3
 enhances 
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rapidly with rising temperature to approach 1.35x10
20

 per cm
3 

at 773K (500
o
C) in 

region III. From this analysis it appears that resistivity and thermopower are 

reliant on Co
2+

 content. As Co
2+

 content is enhanced from x = 0.05 to x = 0.20 the 

resistivity shows a descent decline, on the other side thermo power and carrier 

concentration shows a growing behavior. 

The activation energy in region III has been calculated using Arrhenius 

equation 7.1.2 (b) for all the samples. 

            ρ = A exp  
  

  
) 7.1.2(b) 

Where ρ is the resistivity, T is the temperature, A is the constant, Ea is the 

activation energy and k is the Boltzmann constant. For all the samples in high 

temperature region III Arrhenius plots are fitted linearly to attain Ea as displayed 

in Figure 7.1.2.1 (b). Some major factors which are dependent on the activation 

energy as per the reports are nature of the material (crystalline or amorphous), size 

of the crystallite and the temperature at which the measurements are obtain [8,9]. 

Usually activation energy is the energy that required to hop the charge carriers 

(electrons) from valance to the conduction band [8,10]. At high temperature large 

amount of thermal energy exists for the charge carriers which results in decreasing 

the activation energy [11]. These assists in accelerating the charge transport 

process as more and more electrons are moved in to conduction band therefore 

dropping the resistivity of the material. This is obvious from the activation energy 

estimation done at various temperatures between 398K (125 
o
C) and 773K (500 

o
C). Figure 7.1.2.2 shows the activation energy values (Ea) with inset displaying 

the average activation energy estimated using equation 7.1.2 (b) about three 

different temperatures from the resistivity curves. It may be noted that with 

increase in temperature the Ea values reduces which authenticates the information 

mentioned earlier regarding decreasing of activation energy with increasing 

temperature. As the Co
2+

content increases the activation energy continues to 

decline as shown in Figure 7.1.2.2. Lowering of ‘Ea’ could be understood on the 

basis of band gap decrement with increase of Co
2+

 content. It has been reported 

that with raises in Co
2+

 concentration the band gap decreases [14]. By increasing 

Co
2+

 content in the sample the density of the charge carrier increases as the Fermi 

level is shifted near to the conduction band. Therefore with increasing Co
2+

 

concentration the energy gap between the donor level and the conduction band of 
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the material goes on decreasing [11,12]. So energy required for the charge carrier 

in valance band to hop into conduction band reduces continuously. Consequently 

addition of more charge carriers at elevated temperature in the conduction and 

decreases the samples resistivity from around 2.95x10
8
 Ωcm at room temperature 

to about 2.19x10
2 

Ωcm at 773K (500
o
C). 

 

 

Figure 7.1.2.2: Variation of ‘Ea’ with Co
2+

 concentration at temperatures 463K 

(190 
o
C), 553K (280

 o
C) and 713K (440

 o
C). 

 

Figure 7.1.2.3 shows the variation of resistivity that is (∆ρ/∆T) with respect to 

temperature at various Co
2+

 content and at different temperatures. It is seen that 

∆ρ/∆T displays similar declining trend with increase in Co
2+

 content in the sample 

at different temperatures signifying reduction in resistivity. ∆ρ/∆T calculated at 

313K (40
o
C) and 363K (90

o
C) are positive for all the specified Co

2+
 content, 

while ∆ρ/∆T are negative at 398 K (125
o
C), 463 K (190

o
C), 553K (277

o
C) and 

713K (440
o
C) for all the specified Co

2+
 content as shown in Table 7.1.1 (a). Since 

all the plots of ∆ρ/∆T display an identical behavior which indicates that the fall of 

resistivity with temperature is similar for all Co
2+

 content 



146 

 

 

Figure 7.1.2.3: Variation of (∆ρ/∆T) with respect to Co
2+

 concentration at various 

temperatures. 

 

Table 7.1.1 (a) ∆ρ/∆T values at different temperature and Co
2+

 concentrations. 

  

  
 

Sample 

 

313K 

(x10
6
) 

363K 

(x10
6
) 

398K 

(x10
6
) 

463K 

(x10
6
) 

553K 

(x10
4
) 

713 K 

(x10
2
) 

0.05 5.633 3.238 -4.214 -2.214 -1.408 -0.225 

0.10 4.258 3.940 -4.337 -1.836 -0.984 -0.219 

0.15 2.177 3.740 -3.215 -1.443 -0.899 -0.185 

0.20 1.192 2.516 -1.507 -0.999 -0.682 -0.102 

 

7.1.3 Dielectric Properties 

Figure 7.1.3.1 (a) displays the variation of dielectric constant (ɛ) as a function 

of frequency for Zn(1-x)CoxO with x = 0.05, 0.10, 0.15 and 0.20 nanoparticles at 

room temperature. Equation 7.1.3 (a) was used to calculate the dielectric constant 

‘ɛ’. 
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7.1.3 (a) 

Where, ‘C’ is the capacitance, ‘d’ is the thickness of the pallet, ‘R’ is the area 

of the pallet and ‘ɛₒ’ is the permittivity of free space [ɛₒ= 8.85 x 10
-14

 (F/cm)]. 

From the Figure 7.1.3.1 (a) it is noticeable that initially the dielectric constant 

values shrinks very quickly with increasing frequency for all the Co
2+

 

concentrations and further on escalating the frequency dielectric constant ‘ɛ’ 

values gradually decreases. This falling trend in dielectric constant with respect to 

frequency could be clarified on the basis of Maxwell-Wagner interfacial 

polarization model [13]. According to this model, it is assumed that dielectric 

medium is made-up of conducting grains which are separated by poor conducting 

grain boundaries. In presence of applied external electric field, charge carriers 

with reverse polarity moves inside the grain in opposite directions. The moving 

charges collected at the grain boundaries due to separation of poor conducting 

grain boundaries. Therefore in presence of applied external electric field, the grain 

functions as an electric dipole termed as space charge polarization or interfacial 

polarization. This type of polarization shows high dielectric constant value for all 

the samples at lower frequency [14,15]. It can be seen that with increases in Co
2+

 

content in the sample the overall ‘ε’ increases due to increases in density of charge 

carrier that reliant on both the Co
2+

 concentration in the sample and the applied 

frequency. For lower frequencies as well as at higher Co
2+

 concentration a high 

value of dielectric constant is noticeable. 
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Figure 7.1.3.1: Room temperature variation of (a) Dielectric constant (ɛ) and (b) 

Dielectric loss (tanδ) with respect to frequency for Co doped ZnO nanoparticles. 

 

 Additionally in dielectric constant (ɛ) crystallite size also plays very crucial 

role [16,17]. Our result on structural analysis shows that with increase in Co
2+

 

concentration the crystallite size of the material decreases. It is clear that 

dwindling in crystallite size can enhance the amount of crystallites per unit 

volume. Consequently dielectric constant of the material is increased at low 

frequencies. Thus reduction in crystallite size enhances grain boundary of the 

crystallites per unit volume and also the surface to volume ratio. Due to increased 

Co
2+

 content results in increasing the grain boundary and also amplifies the 

concentration of charge carrier which gives raise in dielectric constant at lower 

frequencies [18]. As the frequency is increased the value of dielectric constant (ɛ) 

falls continuously. This may be attributed to the sluggishness of dipole 

movements which are not capable to follow the high applied frequency that is 

associated with the Co
2+

 and Zn
2+ 

ions hopping rate. Consequently the 

contribution due to polarizability lags back with respect to the applied external 

electric field at higher frequencies [13,15]. 

Figure 7.1.3.1 (b) shows room temperature Dielectric loss (tan δ) with respect 

to frequency. It is noticeable that initially ‘tan δ’ declines quickly with increase in 

frequency and as the applied frequency further increases ‘tan δ’ decreases slowly. 

This diminishing trend of ‘tan δ’ shows similar variation like ‘ε’. Normally, polar 

dielectric molecules require little amount of electric energy to adjust in the 
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direction of applied frequency to surmount the internal forces. Movement of 

molecules from one place to another place and the rotary motion of dipole 

molecules in existence of applied electric field uses fraction of electric energy that 

results in energy loss. Dielectric loss is highest for x = 0.05 sample and lowest for 

x = 0.20 sample at lower frequency which is clearly seen from the figure. Factors 

such as crystallite size, grain boundary effects and the ions hopping rate may 

influence the dielectric loss in the materials. Our investigation made on structural 

properties shows that with increase in Co
2+

 content results in decrease in 

crystallite size in the samples. Reduction in crystallite size amplifies the surface to 

volume ratio that enhances the number of crystallite per unit volume consequently 

surface charge polarization increases. As a result the energy required for the 

dipoles to orient themselves in the direction of applied electric field is mainly 

depends on the Co
2+

 content and therefore become lower at lower frequency for 

higher Co
2+

 content [4]. High dielectric constant is displayed by the sample 

having high Co
2+

 content with low grain size. It is seen from Figure 7.1.3.1 (b) 

that ‘tan δ’ curves continues to decline with rise in Co
2+

 content because of the 

reasons stated above. In the lower frequency region a wide hump is noticeable for 

all the tan δ curves. That may be referred as a relaxation peak that decreases 

smoothly with rise in Co
2+

 content. A relaxation peak is generally seen when the 

hopping frequency of the charge carrier externally matches with the applied 

electric field frequency [16]. Shrinking of ‘tan δ’ with Co
2+

 content and applied 

electric field implies that these materials could be utilized for spintronic 

applications in high frequency devices [19]. 
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Figure 7.1.3.2: Variation of dielectric constant (‘ɛ’) with temperature for (a) 

Zn0.95Co0.05O, (b) Zn0.90Co0.10O, (c) Zn0.85Co0.15O, (d) Zn0.80Co0.20O. 
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  Dielectric constant of a dielectric material with frequency is very sensitive to 

temperature. ‘ɛ’ of all the samples was recorded at different frequencies from 

room temperature to 773K (500
o
C). The corresponding plots obtained are shown 

in Figure 7.1.3.2. Initially all the samples displays a peaking behavior in the lower 

temperature region (300K and 400K) for all the frequencies. From the structural 

investigations it was observed that the crystallite size is dependent on the Co
2+

 

content in the sample, hence one can easily co-relate the link between magnitudes 

of peak height with the material particle size. The peaks are identified as 

relaxation peaks that are dependent on frequency as these are produced due to the 

relaxation time, which is the time taken by the electric dipoles to orient in the 

direction of applied electric field. Resonance phenomenon occurs when the 

relaxation time matches with the applied field time period, wherein there is a 

maximum energy transfer from the applied ac field. Appearance of similar peaks 

in dielectric loss v/s temperature curves as shown in Figure 7.1.3.3 testifies this 

reasoning. The relaxation peak spread and the peak height of both dielectric 

constant and dielectric loss decrease with increasing ac field frequency finally to 

become flat at higher frequency of 500 KHz. The relaxation peak at higher 

frequency and lower temperature disappear due to charge carrier localization 

[11,18]. But with increase in the temperature there is increased in thermal energy 

which increases the hopping rate of charge carrier resulting in amplified charge 

carrier mobility thus increasing the material conductivity. Therefore there is 

augmentation of dipole polarization that is dependent on applied frequency 

[11,10], and Co
2+

 content in the sample. The tan δ curves shown in Figure 7.1.3.3 

displays similar behavior as shown by dielectric constant curves illustrated in 

Figure 7.1.3.2. In the crystalline material, When the dielectric polarization lags 

back the applied frequency dielectric loss occurs which is mainly due to grain 

boundary effect. The dielectric properties in the case of nanoparticle samples may 

depend on factors such as sample preparation method, structure, size of the 

crystallite, chemical composition and preparative conditions [10]. 
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Figure 7.1.3.3: Variation of dielectric loss (tan δ) with temperature for (a) 

Zn0.95Co0.05O, (b) Zn0.90Co0.10O, (c) Zn0.85Co0.15O, (d) Zn0.80Co0.20O. 

 

7.1.4 Impedance Analysis 

Impedance investigation is very useful technique to study the grains and grain 

boundaries effects in the samples, as grain boundaries and the grains play 

important role in the electrical transport properties of the material [49, 50]. Figure 

7.1.4.1 displays the cole-cole plot for Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.2) 

nanoparticles. The real part of the complex impedance Z' and the imaginary part 

of the complex impedance Z'' is the calculated using equation 7.1.4 (a) and 

equation 7.1.4 (b) respectively. Where Z is the complex impedance and θ is the 

phase angle. 

                                                 ′= | |     θ                7.1.4 a 

                                                ′′= | |     θ                                         7.1.4 b 

Normally cole-cole graphs shows various semicircular arcs that belong to the 

different electrically active regions [50, 51], the first semi-circle in cole-cole plot 

at lower frequency is due to the grain boundaries resistance and the second 

semicircle at higher frequency gives the grains contribution of the material [51]. 

In present case only the first semicircular arcs are observed for all the samples as 

shown in Figure 7.3.4.1. Moreover the cole–cole plots shows in the figure 

indicates dominating nature of grain boundaries resistance in the material. 

Furthermore it is observed that the size or the diameter of semicircular arc 

decreases which implies that the grain boundaries resistance decreases with 

increase in Co
2+

 content. The decrement in grain boundaries resistance is due to 
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replacement of Zn
2+

 ions by Co
2+

 ions in ZnO matrix [52,53]. On increasing Co
2+

 

content in the ZnO matrix the number of charge carrier (electron) concentration 

increases for conduction process which results in decrease in electrical resistance 

of the sample [54]. Impedance analysis shows typical nature of semiconductor 

wherein the resistivity decrease which signifies that there is increase in 

conductivity with increase in Co
2+

 content in the samples. 

 

 

Figure 7.1.4.1: Cole-Cole plot for Co doped ZnO nanoparticles. 

 

7.2 Nd doped In2O3, In(2-x)NdxO3 (x = 0, 0.10, 0.15, 0.20) 

7.2.1 Thermoelectric Power 

Figure 7.2.1.1 (a) displays the variation of Seebeck coefficient ‘S’ (V/K) as a 

function of Temperature ‘T’ (
o
C) for In2-xNdxO3 (x = 0, 0.10, 0.15, 0.20) 

nanoparticles. The ‘S’ for all the samples was calculated using equation 7.1.1 (a) 

and the charge carrier concentrations ‘n’ were calculated at different temperature 

using equation 7.1.1 (b). Figure 7.2.1.1 (a) displays that for all the samples 

seebeck coefficient ‘S’ curves shows n-type behavior over the entire temperature 

range. For x = 0 seebeck coefficient ‘S’ shows n-type behavior with low ‘S’ 

values which is due to intrinsic defects mainly produced by the oxygen vacancies 

[7,20-22] and as the Nd
3+

 concentration is increased from 0.10 to 0.20 the seebeck 

coefficient ‘S’ values increases which signifies that majority of the charge carries 

are electrons taking place in conduction process [23,29]. 
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Figure 7.2.1.1: (a) Variation of Seebeck coefficient as a function of temperature 

and (b) Variation of Carrier concentration as a function of temperature for Nd 

doped In2O3 nanoparticles. 

 

Figure 7.2.1.1 (b) displays the curves of charge carrier concentration ‘n’ vs. 

temperature of the hot junction. A carrier concentration curve demonstrates that 

with increasing Nd
3+

 concentration and with the increasing hot junction 

temperature the charge carrier concentration increases. Seebeck coefficient ‘S’ 

values, the charge carrier concentration values at room temperature and at 773K 

(500
 o

C) for all samples are tabulated in Table 7.2.1 (a). It is seen that the ‘S’ 

values reduces for all the Nd
3+

 content with increase in carrier concentration 

because at high temperatures thermally activated electrons gains adequate amount 

of energy to hop the electrons from valance band to the conduction band. 
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Intensification of electrons (charge carrier) in the conduction band boosts the 

charge carrier collisions and result in lowering the ‘S’ values [25]. 

 

Table 7.2.1 (a): Calculated values of Seebeck coefficient ‘S’ values, charge 

carrier concentration ‘n’ at room temperature and at 500
o
C for Nd doped In2O3 

nanoparticles. 

Samples Seebeck coefficient ‘S’ charge carrier concentration ‘n’ 

 RT 773K RT 773K 

In2O3 -2.92x10
-8

 -8.52x10
-6

 2.57x10
19

 1.13x10
20

 

In1.90Nd0.10O -5.05x10
-8

 -2.45x10
-5

 2.50x10
19

 1.37x10
20

 

In1.85Nd0.15O -1.19x10
-7

 -2.58x10
-5

 2.50x10
19

 1.39x10
20

 

In1.80Nd0.20O -3.04x10
-7

 -2.68x10
-5

 2.51x10
19

 1.41x10
20

 

 

7.2.2 DC Resistivity 

Figure 7.2.2.1 shown the plot of log10 ρ v/s 1000/T for In2-xNdxO3 (x = 0, 0.10, 

0.15, 0.20) nanoparticles. The resistivity ‘ρ’ for the samples at different 

temperature was calculated using equation 7.1.2 (a). It is seen from the Figure 

7.2.2.1 (a) that all the resistivity curves exhibits two regions in the temperature 

range from 300K (27
o
C) to 773K (500

o
C) i.e. region-I from 300K (27

o
C) to 333K 

(60
 o

C), region-II from 333K (60
 o

C) to 773K (500
 o

C) respectively. In the first 

region the resistivity plots shows enrichment in the resistivity values as the 

temperature is enhanced from 300K (27
o
C) to 333K (60

 o
C). Initially the overall 

resistivity values are of the order of 10
8
 Ohm-cm for all the samples. But at 333K 

(60
 o

C) sample with x = 0 shows high resistivity values of the order 10
9
 Ohm-cm 

whereas for x = 0.20 displays lower resistivity values of the order 10
8
 Ohm-cm. 

This decrease in resistivity values at 333K (60
 o

C) could be possibly due to the 

increase of Nd
3+

 content in the In2O3 matrix. This behavior of increasing 

resistivity at lower temperature is observed for all the samples which are mainly 

due to the activation of phonon vibrations and phonon induced scattering of 

charge carriers [7]. In second region that is from 333K (60
 o

C) to 773K (500
 o

C) 

the resistivity value gradually dwindles with increases in temperature. It is seen 

from the graph that the resistivity values decreases up to the order of 10
5
 Ohm-cm 

at 773K (500
 o
C) for all the samples as the Nd

3+
 concentration is increased in from 

x = 0 to x = 0.20. This could be due to the replacement of Nd
3+

 ions in place of 
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In
3+

 ions in the In2O3 matrix which enhances the carrier concentration in the 

sample and also could be due to the temperature effect which plays an important 

role in the resistivity, as a result resistivity decreases and conductivity of a 

material enhances [26]. 

For x = 0 decrease in resistivity as the temperature increases is due to intrinsic 

defects created by the oxygen vacancies [27]. Because of these defects donor 

states are created between the forbidden band and the conduction band. This 

creation of new levels gives rise to conducting behavior as a result the 

conductivity increases. In this type of materials the electrical properties are 

governed by the intrinsic defects [27-29]. However for samples with x = 0.10, 

0.15, 0.20, as the temperature of the samples increases there is increase in lattice 

vibration which helps the electrons in the matrix to move with each other and 

scatter. At higher temperature electron hopping mechanism amplifies and the 

electrons jump from valance band to conduction band, to enhance the conduction 

process in the material. The drift mobility of charge carrier increases which 

shrinks the resistivity and amplifies the conductivity in the material [30]. Thermal 

excitations of electrons are the major reason for decrease in resistivity in this 

region.  
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Figure 7.2.2.1: (a) Plot of log10 ρ v/s 1000/T and (b) Arrhenius plot at different 

temperature region for Nd doped In2O3 nanoparticles. 

 

The Activation energy ‘Ea’ has been calculated using Arrhenius equation 

7.1.2 (b) for all the samples in the temperature region that is from 333K (60
o
C) to 

773K (500
o
C). The Arrhenius plots are fitted linearly in order to attain activation 

energy as shown in Figure 7.2.2.1 (b). As per available information, the activation 

energy mainly depends on the crystalline nature of the material, size of the 

crystallites and the temperature at which the measurements are done [8,9]. In 

general the ‘Ea’ is the energy that is required for the electron to jump from valance 

band to the conduction band in the semiconductor material [8]. Decrease in 

activation energy at elevated temperature is due the existence of high amount of 

thermal energy for the charge carriers [11]. This is obvious from the activation 

energy estimation made at different temperatures in the interval between room 

temperature to 773K (500
o
C) that is at 423K (150

o
C), 523K (250

o
C), 623K 

(250
o
C), 723 K (450

o
C) respectively as shown in Figure 7.2.2.1 (b). Variation of 

Activation energy values (Ea) around temperatures 423K (150
o
C), 523K (250

o
C), 

623K (250
o
C), 723 K (450

o
C)respectively are displayed in Figure 7.2.2.2 (a) and 

the variation of average activation energy with Nd
3+

 concentration shown in 

Figure 7.2.2.2 (b). 
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Figure 7.2.2.2: (a) Variation of activation energy (Ea) with Nd concentration at 

different temperature and (b) Variation of average activation energy (Ea) with Nd 

concentration. 

 

It can be seen from Figure 7.2.2.2 (a) that the ‘Ea’ reduces with increasing 

Nd
3+

 concentration in the sample. On the basis of band gap reduction the 

decreases in ‘Ea’ can be identify with increasing Nd
3+

 content in the sample. The 

Fermi level is shifted near to the conduction band by increasing the amount of 

Nd
3+

 concentration in the sample which results in increasing the density of donor 

charge carrier. As a result escalating the Nd
3+

concentration the energy band gap 

goes on falling between the donor level and the conduction band [11,12] and 

consequently the required energy for the charge carriers in the valance band to 

jump into the conduction band reduces continuously. 



160 

 

7.2.3 Dielectric Properties 

Figure 7.2.3.1 (a) displays dielectric constant (ɛ) as a function of frequency 

taken at room temperature for In(2-x)NdxO3 with x = 0, 0.10, 0.15 and 0.20 

nanoparticles and the dielectric constant ‘ɛ’ was estimated using equation 7.1.3 

(a). It is obvious that for all the Nd
3+

 concentrations initially dielectric constant ‘ɛ’ 

values are found to be high and reduces rapidly with raise in frequency. On the 

basis of Maxwell-Wagner model the dielectric constant decreasing trend as a 

function of frequency could be explained [31,32]. Generally Space charge 

polarization at lower frequencies provides high values of dielectric constant for all 

the samples [15]. As the Nd
3+

 content in the sample increases the dielectric 

constant increases which implies that dielectric constant is systematically depends 

on ‘x’ content in the sample. This escalation of ‘ɛ’ specifies amplification of 

charge carrier density which dependents on both frequency and the concentration 

of doping of Nd
3+

 ions into In2O3 lattice. Furthermore crystallite size also plays an 

crucial role in dielectric constant of the material [16,17]. In the structural analysis 

results reduction of crystallite size was observed with increase of Nd
3+

 content in 

the In2O3 matrix. It is understandable that the number of crystallites per unit 

volume increases with decrease in crystallite size. As a result, there is 

augmentation in dielectric constant at lower applied frequencies of the material. 

So the reductions in crystallite size and increase in surface to volume ratio 

increases the overall grain boundary surface area of the crystallites, per unit 

volume that increases the overall surface charge polarization. Therefore this 

increase in grain boundary and charge carrier concentration is due to increase in 

Nd
3+

 content which provides high dielectric constant at lower frequencies [18,36]. 

As the applied frequency increases dielectric constant ‘ɛ’ value goes on 

deteriorating because the orientation of dipole becomes slow and cannot follow 

the path of applied electric field, associated with the hopping rate of Nd
3+

 and In
3+ 

ions and therefore with at higher frequencies the electric polarizability lags behind 

[31,15]. 

Figure 7.2.3.1 (b) shows the room temperature dielectric loss ‘tan δ as a 

function of frequency. It can be seen from the figure that for all tan δ curves a 

broad hump is observed in the lower frequency region, referred as relaxation peak. 

A relaxation peak is viewed normally in those materials in which the hopping 
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frequency of charge carrier matches with the frequency of applied external electric 

field [16]. 

 

 

 

Figure 7.2.3.1: Variation of room temperature (a) Dielectric constant (ɛ) and (b) 

Dielectric loss (tanδ) as a function of frequency for Nd doped In2O3 nanoparticles. 

 

It is noticeable from the graph that as the applied frequency increases ‘tan δ’ 

decreases quickly and on further increasing the applied frequency ‘tan δ’ 

decreases slowly. The dielectric loss can be explain as, in presence of applied 

frequency polar dielectrics molecules orient themselves in the direction of applied 

frequency which requires small amount of electric energy to surmounts the 

internal forces. Movement of molecule from one site to another and the rotating 

motion of dipole moment in existence of applied electric field uses a fraction of 

electric energy that results in dielectric loss. From Figure 7.2.3.1 (b) it is 
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noticeable that the dielectric loss is maximum for x = 0 and minimum for x = 0.20 

in lower frequency region. Grain boundary effects, ions hopping rate and 

crystallite size are some factors which influences the dielectric loss in material. 

Our analysis made on structural properties reviled that the crystallite size 

decreases with increased in as the Nd
3+

 content in the sample. Reduction in 

crystallite size enhances the surface to volume ratio that amplifies the number of 

crystallite per unit volume as a result surface charge polarization increases. 

Consequently the energy required for the dipoles to adjust themselves in the 

direction of applied electric field is generally depends on the Nd
3+

 concentration 

and therefore become lower at lower frequency for higher Nd
3+

 concentration [17, 

38, 39]. High dielectric constant is displayed by the sample having high Nd
3+

 

content with low grain size. It is seen from Figure 7.2.3.1 (b) that ‘tan δ’ curves 

continues to decline with rise in Nd
3+

 concentration due to the reasons stated 

above. 

Figure 7.2.3.2 shows the variation of dielectric constant with temperature from 

room temperature to 500
o
C (773K) at different applied frequencies. It is 

noticeable from the graph that dielectric constant significantly increases with 

increases in temperature. The variation of dielectric constant with temperature can 

be explained on the basis of thermal energy. At lower temperature, the thermal 

energy is not sufficient to increase the charge carrier mobility and the charge 

carriers are unable to orient themselves in the direction of applied field. However 

at high (elevated) temperature the thermal energy is large and it enhances the 

charge carrier hopping rate and consequently the mobility of charge carrier 

increases so that they are effortlessly able to orient themselves in the direction of 

field [40,41]. Therefore the dielectric polarization increases and leads to increase 

in the dielectric constant of the material. The ‘tan δ’ curves displayed in Figure 

7.2.3.3 shows similar kind of variation as shown by dielectric constant curves 

presented in Figure 7.2.3.2. Loss in dielectric material occurs when the dielectric 

polarization lags behind the applied field which is usually because of grain 

boundary effect in the crystalline material. The properties of a dielectric material 

may depends on factors like sample preparation technique, structure of the 

material, crystallite size, chemical composition and preparative condition in case 

of nanoparticle material [41]. 
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Figure 7.2.3.2: Variation of dielectric constant (‘ɛ’) with temperature for (a) 

In2O3, (b) In1.90Nd0.10O3, (c) In1.85Nd0.15O3, (d) In1.80Nd0.20O3. 
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Figure 7.2.3.3: Variation of dielectric loss (tan δ) with temperature for (a) In2O3, 

(b) In1.90Nd0.10O3, (c) In1.85Nd0.15O3, (d) In1.80Nd0.20O3. 

 

7.2.4 Impedance Analysis 

Figure 7.2.4.1 displays the cole-cole plot for In(2-x)NdxO (x = 0, 0.10, 0.15, 

0.20) nanoparticles. The real part of the complex impedance Z' and the imaginary 

part of the complex impedance Z'' is the calculated using equation 7.1.4 (a) and 

equation 7.1.4 (b) respectively. cole-cole plot shows semicircular regions which 

belongs to the different electrically active regions [50, 51]. In the cole-cole plots 

the first semi-circle at lower frequency is due to the grain boundaries resistance 

and the second semicircle at higher frequency gives the grains contribution of the 

material [51]. Furthermore it is seen from the Figure 7.2.4.1 that only the first 

semicircular arcs are observed for all the samples which shows the dominating 
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nature of grain boundaries resistance in the material. It is observed from the figure 

that the semicircular arcs decreases with increase in Nd
3+

 content in the sample 

which signifies that the grain boundaries resistance decreases. The decrement in 

grain boundaries resistance is due to replacement of In
3+

 ions by Nd
3+

 ions in 

In2O3 matrix [52,53]. By increasing Nd
3+

 content the number of charge carrier 

concentration increases which results in decrease in electrical resistance of the 

sample [54]. Impedance studies displays the typical nature of semiconductor 

wherein the resistivity decrease which signifies that there is increase in 

conductivity with increase in Nd
3+

 content in the samples. 

 

 

Figure 7.2.4.1: Cole-Cole plot for Nd doped In2O3 nanoparticles. 

 

7.3 Ni doped CuO, Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) 

7.3.1 Thermoelectric Power 

Figure 7.3.1.1 (a) displays the variation of Seebeck coefficient ‘S’ (V/K) with 

‘T’ (
o
C) the temperature for all the samples. Equation 7.1.1 (a) was applied to 

calculate the Seebeck coefficient ‘S’ and equation 7.1.1 (b) and equation 7.1.1 (c) 

were used to calculate the charge carrier concentrations at different temperatures. 

It is noticeable from Figure 7.3.1.1 (a) that at room temperature all the samples 

shows positive Seebeck coefficient ‘S’ values and continues to show positive ‘S’ 

values around 423K (150
o
C) signifying p-type semiconductor behavior. Around 

423K (150
o
C) a polarity charge transition from p-type to n-type charge carriers 
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was observed signifying first order charge polarity transition with significant 

increase in n-type charge carrier concentration. Semiconducting p-type behavior 

was observed from room temperature to about 423K (150
o
C) and from 423K 

(150
o
C) onwards the samples behaved like n-type semiconductor material. 

 

 

 

Figure 7.3.1.1: (a) Variation of Seebeck coefficient with respect to 

temperature and (b) Variation of carrier concentration with respect to temperature 

for Ni doped CuO. 

Figure 7.3.1.1 (b) displays the variation of carrier concentration with respect 

to temperature. It is observed from the figure that the carrier concentration 

increases with increases in temperature for all the samples. A carrier concentration 
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curve reveals that with increasing Ni
2+

 concentration and with increasing the 

temperature of the hot junction the charge carrier concentration increases. These 

studies revels that the material with holes as majority charge carriers till 423K 

(150
o
C) making it to be a p-type semiconductor from room to 423K (150

o
C) 

temperature; becomes n-type of semiconductor beyond this temperature with 

electrons as a majority charge carries engaged in conduction mechanism [42]. 

Thus these samples can be used as p-type as well n-type of semiconductors at 

different temperatures, which is very interesting. 

 

7.3.2 DC Resistivity 

Figure 7.3.2.1 displays the plots of log10 ρ (Ω cm) with respect to 1000/T (K
-

1
) for Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) nanoparticles. The 

resistivity ‘ρ’ for the samples at different temperature was calculated using 

equation 7.1.2 (a). It may be seen that the resistivity plots are similar to the plots 

obtained for Co
2+

 doped ZnO materials given and explained in Section 7.2.1. 

Figure 7.3.2.1 shows the plots that are divided in to two different sections over the 

temperature range from room temperature to 773K i.e. region I between 300K 

(27
o
C) - 423K (150

o
C) and region II between 423K (150

o
C) -773K (500

o
C) 

respectively. 

 

Figure 7.3.2.1: Variation of resistivity as a function of temperature for Ni doped 

CuO nanoparticles. 
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In region I a small enhancement in the resistivity values is clearly observed 

from the resistivity curves, that is from room temperature to 423K (150
o
C) which 

is normally due to hole conductivity [43,44]. Moreover it is clearly seen from the 

thermopower analysis that up to 423K (150
o
C) all the samples show p-type 

behavior. This implies that in region I the material has holes as a majority charge 

carriers. Furthermore, in the high temperature region II between 423K (150
o
C) -

773K (500
o
C) the resistivity of the samples decreases which means that the 

conductivity of the material increases with increase in temperature due to thermal 

excitations. The concentration of free electrons increases with increasing 

temperature [42]. Charge carriers get excited at particular temperature which 

increases the electrical conductivity of the material. Moreover thermopower 

studies verifies that from 423K (150
o
C) onwards samples behaves as n-type 

semiconductor which implies that in region II material has electrons as a majority 

charge carries for conduction mechanism. Decrease in resistivity with increasing 

Ni
2+

 concentration in the sample could be due to enhancement of charge carriers 

due to replacement of Cu
2+

 ions by Ni
2+

 ions in the CuO matrix. 

Using Arrhenius equation 7.1.2 (b) the activation energy for all the samples 

has been calculated in region II. Figure 7.3.2.2 shows linearly fitted Arrhenius 

plot at high temperature to obtain the activation energy (Ea) in region II. As per 

the research reports the activation energy depends on the crystalline nature of the 

material, size of the crystallite and the applied temperature [8,9]. Generally ‘Ea’ is 

the energy required for the electron to jump from valance band to the conduction 

band in the semiconductor material [8]. Dwindling in activation energy at high 

temperature is because of existence of high amount of thermal energy for the 

charge carriers [11]. This is obvious from the activation energy estimation made at 

three different temperatures at 523K (250
o
C), 623K (350

o
C) and 723K (450

o
C) 

shown in Figure 7.3.2.3 (a). The variation of average activation energy with Ni
2+

 

concentration is shown in Figure 7.3.2.3 (b). It can be seen from Figure 7.3.2.3 (a) 

that the ‘Ea’ reduces with increasing Ni
2+

 content in the sample. On the basis of 

band gap reduction, the reduction in ‘Ea’ can be explained with increasing Ni
2+

 

content in the sample. The Fermi level is shifted near to the conduction band by 

enhancing the amount of Ni
2+

 concentration in the sample that results in 

increasing the density of donor charge carriers. Therefore with increasing 

Ni
2+

concentration the energy band gap goes on decreasing between the donor 



170 

 

level and the conduction band [11,12] and thus the required energy for the charge 

carriers in the valance band to jump into the conduction band decreases 

continuously. 
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Figure 7.3.2.2: Arrhenius plot at high temperature region for (a) CuO, (b) 

Cu0.95Ni0.05O, (c) Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) 

Cu0.75Ni0.25O, (g) Cu0.70Ni0.30O. 

 

 

 

Figure 7.3.2.3: (a) Variation of activation energy ‘Ea’ and (b) Variation of 

average activation energy ‘Ea’ for Ni doped CuO nanoparticles at temperatures 

523K (250
o
C), 623K (350

o
C) and 723K (450

o
C). 
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7.3.3 Dielectric Properties 

Figure 7.3.3.1 (a) displays the Dielectric constant (ɛ) with respect to 

frequency at room temperature for Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 

0.30) nanoparticles. The dielectric constant ‘ɛ’ was calculated using equation 

7.1.3 (a). It is visible from the graph that initially dielectric constant ‘ɛ’ rapidly 

decreases as the applied frequency increases and on further increasing the 

frequency dielectric constant ‘ɛ’ dwindles gradually for all the samples. This 

declining behavior in dielectric constant as a function of frequency can be 

clarified on the basis of Maxwell-Wagner model [45].  

 

 

Figure 7.3.3.1: Variation of room temperature (a) Dielectric constant (ɛ) and (b) 

Dielectric loss (tanδ) as a function of frequency for Ni doped CuO nanoparticles. 
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High dielectric constant value at low frequency for all the Ni
2+

 samples is due 

to space charge polarization. Dielectric constant with variation of ‘x’ shows that 

with increasing Ni
2+

 concentration the overall dielectric constant rises. This 

augmentation in dielectric constant ‘ɛ’ specifies increase in density of charge 

carrier that depends on both frequency and the doping concentration of Ni
2+

 ions 

into CuO lattice. Moreover in dielectric constant ‘ɛ’ crystallite size also plays a 

crucial role. Structural investigation shows dwindle of crystallite size with rising 

Ni
2+

 content in the CuO matrix. It is obvious that with decrease in crystallite size 

increases the number of crystallites per unit volume. Therefore, at low frequencies 

dielectric constant increases with increase in Ni
2+

 content in the sample. 

Consequently decreasing the crystallite size amplifies surface to volume ratio and 

raises the grain boundaries of the crystallite per unit volume.
 
Thus enhancement in 

grain boundary and charge carrier concentration is due to increased Ni
2+

 

concentration that provides high dielectric constant at lower frequencies. High 

dielectric constant ‘ɛ’ value keeps on falling with increasing applied frequency 

due to sluggishness of dipole orientation that cannot follow the high frequency 

field due to mismatch of Ni
2+

 and Cu
2+

 ions hopping rate [46]. 

Figure 7.3.3.1 (b) shows the dielectric loss ‘tan δ as a function of frequency at 

room temperature. It is seen from the figure that all tan δ curves displays a broad 

hump in the lower frequency region that is referred to as relaxation peak. This 

occurs when the hopping frequency of charge carrier matches the frequency of 

applied external electric field [16]. It is seen from the graph that as the applied 

frequency increases ‘tan δ’ declines quickly and on further increasing the applied 

frequency ‘tan δ’ decreases slowly. In presence of applied ac field the polar 

dielectrics molecules try to align themselves in the direction of applied ac field 

which requires small amount of electrical energy to surmount the internal forces. 

Movement of molecules from one place to another and the rotary motion of dipole 

moment in presence of applied ac electric field uses a fraction of electrical energy 

which results in dielectric loss. it is noticeable from Figure 7.3.3.1 (b) that the 

dielectric loss is higher for x = 0 and lower for x = 0.30 in lower frequency region. 

Grain boundary effects, ions hopping rate and crystallite size are some factors 

which governs dielectric loss a material [10,46]. Our study on structural properties 

showed that the crystallite size decreases with increased in Ni
2+

 concentration in 

the sample. Decrease in crystallite size enhances the surface to volume ratio 
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amplifying the number of crystallites per unit volume resulting in increased 

surface charge polarization. As a result the energy required for the dipoles to 

adjust themselves in the direction of applied electric field which depends on Ni
2+

 

concentration is lower at lower frequency for higher Ni
2+

 concentration [17, 38, 

39]. High dielectric constant is displayed by the sample having high Ni
2+

 content 

with low grain size. It is seen from Figure 7.3.3.1 (b) that ‘tan δ’ curves continues 

to decline with rise in Ni
2+

 concentration due to these reasons. 

Figure 7.3.3.2 shows the variation of dielectric constant with temperature 

from room temperature to 500
o
C (773K) at different applied frequencies. It is 

visible from the graph that dielectric constant considerably increases with 

increases in temperature. The variation of dielectric constant with temperature can 

be elucidated on the basis of thermal energy. At lower temperature, the thermal 

energy is not sufficient to augment the charge carrier mobility and the charge 

carriers are unable to align themselves in the direction of applied field. But at 

elevated temperature the thermal energy is large thereby enhancing the charge 

carrier hopping rate and consequently the mobility of charge carrier increases, so 

that they are easily able to orient themselves in the direction of field [40,47]. 

Therefore the dielectric polarization increases and leads to increase in the 

dielectric constant of the material. The ‘tan δ’ curves displayed in Figure 7.3.3.3 

shows similar kind of variation as shown by dielectric constant curves presented 

in Figure 7.3.3.2. Loss in dielectric material occurs when the dielectric 

polarization lags behind the applied field which is usually because of grain 

boundary effect in the crystalline material. The properties of a dielectric material 

may depends on factors like sample preparation technique, structure of the 

material, crystallite size, chemical composition and preparative condition in case 

of nanoparticle material [48]. 
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Figure 7.3.3.2: Variation of dielectric constant (‘ɛ’) with temperature for (a) CuO, 

(b) Cu0.95Ni0.05O, (c) Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) 

Cu0.75Ni0.25O, (g) Cu0.70Ni0.30O. 
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Figure 7.3.3.3: Variation of dielectric loss (tan δ) with temperature for (a) CuO, 

(b) Cu0.95Ni0.05O, (c) Cu0.90Ni0.10O, (d) Cu0.85Ni0.15O, (e) Cu0.80Ni0.20O, (f) 

Cu0.75Ni0.25O, (g) Cu0.70Ni0.30O. 

 

7.3.4 Impedance Analysis 

Figure 7.3.4.1 displays the cole-cole plot for Cu(1-x)NixO (x = 0, 0.05, 0.10, 

0.15, 0.20, 0.25, 0.30) nanoparticles. The real part of the complex impedance Z' 

and the imaginary part of the complex impedance Z'' is the calculated using 

equation 7.1.4 (a) and equation 7.1.4 (b) respectively. Cole-Cole plot shows 

semicircular regions which belong to the different electrically active regions [50, 

51].  
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Figure 7.3.4.1: Cole-Cole plot for Ni doped CuO nanoparticles. 

In cole-cole plot the first semi-circle at lower frequency is due to the grain 

boundaries resistance and the second semicircle at higher frequency gives the 

grain contribution of the material [51]. In our case only the first semicircular arcs 

can be seen for all the samples as shown in Figure 7.3.4.1, semicircular region 

shows the dominating nature of grain boundaries resistance in the material. 

Moreover it is observed from the figure that the semicircular arcs reduce which 

implies that the grain boundaries resistance decreases with increase in Ni
2+

 

content. The decrement in grain boundaries resistance is due to replacement of 

Cu
2+

 ions by Ni
2+

 ions in CuO matrix [52,53]. On increasing Ni
2+

 content in the 

CuO matrix, the number of charge (electron) carrier concentration increases which 

results in decrease in electrical resistance of the sample [54]. Impedance analysis 

shows typical nature of semiconductor wherein the resistivity decrease which 

signifies that there is increase in conductivity with increase in Ni
2+

 content in the 

samples. 
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CHAPTER 8 

Conclusion 

 

8.1 Conclusion 

The concluding chapters provides a quick look of the investigations carried 

out and briefly gives the scope for carrying future work on Dilute Magnetic 

Semiconductor (DMS) materials. The research work carried out and presented in 

this thesis though tiny, has extensively analyzed several important aspects of some 

of the nanoparticle DMS materials indigenously prepared by a simple method of 

sample preparation. The work has enlightened the research community with many 

of the lesser known behavioral aspects of these materials. The important mission 

of this work was to prepare nanoparticles of ZnO, In2O3 and CuO with suitable 

dopant materials to introduce ferromagnetic property in them so that they could 

behave as DMS materials. Co, Nd and Ni respectively, on the basis of their 

properties were identified as suitable dopant materials. Accordingly it was felt that 

nanoparticles with chemical formula Zn(1-x)CoxO (x = 0.05, 0.10, 0.15, 0.20), In(2-

x)NdxO3 (x = 0, 0.10, 0.15, 0.20) and Cu(1-x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 

0.25, 0.30) could be prepared using a suitable method of sample preparation to 

study the effect of dopant material on structural, electrical, magnetic and optical 

properties of these dilute magnetic semiconductor nanoparticles. As per the merits 

of preparative methods auto combustion method was found to be a suitable 

method for preparing these materials.  

Structural, morphological and elemental composition investigations were 

carried out by using XRD, SEM, TEM, EDAX and FTIR on these materials. 

Detailed analysis of XRD data showed formation of monophasic wurtzite 

structure Zn(1-x)CoxO (x=0.05, 0.10, 0.15, 0.20) nanoparticles. Interesting effects in 

the structural properties of the nanoparticles were observed due to introduction of 

Co
2+ 

ions in the ZnO matrix. The lattice constants ‘a’ and ‘c’ increases due to 

Co
2+

 going in high spin state and the crystallite size reduces from 25 nm to 17 nm 

with the increase of Co content. Reduction in crystallite size was observed due to 

Zener-pinning effect in the material that hinders the crystallite growth and 

nucleation process. SEM Micrograph shows agglomerates or clusters of the 

nanoparticles that are almost spherical in shape. EDS spectra further confirmed 

that Zn, Co and O are the only constituent elements present in the samples. 
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Formation of nanoparticle samples was confirmed from TEM micrographs. FTIR 

spectra confirmed that Zn
2+

 ions have successfully replaced Co
2+

 ions in ZnO 

lattice. All other samples were prepared by the same method which provided 

encouraging results. 

Development of single phase pure cubic bixbyite structure of In(2-x)NdxO3 

nanoparticles with (x = 0, 0.10, 0.15 and 0.20) was confirmed from X-ray 

diffraction data [JCPDS card no. 71-2195]. Lattice constant ‘a’ and Cell volume 

‘V’ was found to increase with increasing Nd
3+

content in the sample due to 

replacement of In
3+ 

with Nd
3+ 

in the In2O3 matrix. The crystallite size ‘t’ found to 

decrease from 52nm to 44nm with increase in Nd
3+

 concentration due to Zener-

pinning effect. SEM Micrograph shows agglomerates or clusters of the 

nanoparticles having almost spherical in shape nanoparticles. EDS spectra further 

substantiated formation of materials with In, Nd and O as the only constituent 

elements. The formation of nanoparticle samples was confirmed from TEM 

micrographs. FTIR spectrum further confirmed replacement of In
3+

 ions with Nd
3+

 

ions in In2O3 matrix. 

The third set of samples involving Ni doped CuO was also prepared by the 

same method. Formation of monophasic monoclinic crystalline structure of Cu(1-

x)NixO (x = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30) was confirmed from X-ray 

diffraction data [JCPDS card no. 65–2309]. Lattice constant ‘a’, ‘b’, ‘c’ and Cell 

volume ‘V’ was found to decrease with increasing Ni
2+

content in the sample due 

to substitution of Cu
2+ 

with Ni
2+ 

in the CuO matrix. The crystallite size ‘t’ found 

to decrease from 78 nm to 48 nm with increase in Ni
2+

 concentration due to 

Zener-pinning effect. SEM Micrograph displayed agglomerates of the 

nanoparticles with almost spherical in shape. EDS spectra confirmed that Cu, Ni 

and O where the only constituent elements in the samples. TEM micrographs 

showed formation of nanoparticle samples. FTIR spectrum confirmed that Cu
2+ 

ions have successfully substituted by Ni
2+ 

in CuO matrix. 

Optical properties such as UV-Visible spectroscopy and Photoluminescence 

spectroscopy measurement were made on the prepared samples. UV-Visible 

spectrum was employed to determine the energy band gap of all the prepared 

samples. The accurate measurements of energy band gap of prepared 

nanoparticles were determined from tauc’s plot by using linear fit regression 

method.  
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UV–visible spectra for Co doped ZnO nanoparticles show that replacement of 

Zn
2+ 

ions by Co
2+ 

ions produces materials with reduced energy bang gap that 

changes from 3.02 ± 0.11 eV to 2.55±0.03 eV due to sp-d exchange interaction. 

The Photoluminescence (PL) emission spectra of the sample Zn(1-x)CoxO (x = 

0.05, 0.10, 0.15,0.20) obtained at room temperature with an excitation wavelength 

of 318 nm showed existence of defects like Zn vacancies (VZn), O vacancies (VO), 

interstitial Zn (Zni), interstitial O (Oi), and formation of intermediate levels 

between valence band and conduction band due to Co
2+

 substitution at Zn
2+

 

positions. PL lifetimes were found to range between 6μ Sec to 9μ Sec. UV–visible 

spectra for Nd doped In2O3 showed that the band gap decreases from 3.22±0.09 

eV to 3.14±0.12 eV . This decrease in optical band gap could be attributed to 

crystal field splitting of 4f levels in Nd
3+

 ions in In2O3 matrix. In case of Ni doped 

CuO the bang gap decreased from 3.33±0.12eV to 2.51±0.33eV. The decreasing 

of band gap was possibly due to sp-d (s-d and p-d) exchange interaction.  

 The magnetic properties such as Magnetic hysteresis (M-H curves), Field 

cooled and Zero field cooled (FC and ZFC) of Co doped ZnO, Nd doped In2O3 

and Ni doped CuO nanoparticles were studied using vibrating sample 

magnetometer.  

For Co doped ZnO nanoparticles, M-H curves shows that the samples 

behaves as diamagnetic material at lower doping concentration and as the doping 

concentration increases the sample behaves ferromagnetic at room temperature 

due to strong d-d exchange interaction. For further superior analysis about 

magnetic behavior Field cooled and Zero field cooled (FC and ZFC) measurement 

were done at 500 Oe which showed presence of ferromagnetism in the samples 

without any uncharacteristic behavior of antiferromagnetism in the nanosamples. 

For Nd doped In2O3 nanoparticles, M-H curves shows typical diamagnetic 

nature for In2O3 nanoparticles and displayed ferromagnetic nature at room 

temperature due to exchange interaction between the localized f electrons in Nd
3+

 

atoms as the doping concentration was increased. For further analysis about 

magnetic behavior Field cooled and Zero field cooled (FC and ZFC) measurement 

done at 500 Oe showed presence of ferromagnetism in the Nd
3+

 doped samples 

without any antiferromagnetism in samples. 

For Ni doped CuO nanoparticles, M-H curves showed week ferromagnetic 

nature for CuO nanoparticles due to presence of oxygen vacancies and as the 
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doping concentration increases the sample showed ferromagnetic nature at room 

temperature due to spin-spin interaction among the nickel and the copper atoms. 

For further analysis about magnetic behavior Field cooled and Zero field cooled 

(FC and ZFC) measurement were at 500 Oe showed the presence of 

superparamagnetism and ferromagnetism in the Ni
2+

 doped samples. 

 The Electrical properties investigations namely thermoelectric power, DC 

resistivity, dielectric properties with respect to frequency and temperatures and 

impedance analysis were carried out on Co doped ZnO, Nd doped In2O3 and Ni 

doped CuO nanoparticles.  

All Co doped ZnO nanoparticle samples, showed p-type semiconductor 

behavior for all till about 363K (90
o
C) followed by a first order transition making 

it an n-type semiconductor beyond 363K 90
o
C. DC resistivity dwindles with raise 

in temperature for all the samples showing semiconductor type of behavior. 

Dielectric constant (ε) showed decline trend with increasing frequency and similar 

type of behavior is shown by dielectric loss (tan δ) with a relaxation peak at lower 

frequencies. Dielectric constant (ε) and Dielectric loss (tan δ) with respect to 

temperature showed peaking behavior at lower temperature range due to 

relaxation phenomenon whereas ‘ε’ and ‘tan δ’ showed increasing variation with 

increase in temperature. Impedance analysis made on the samples displayed a 

semicircular arc for indicating dominating nature of grain boundaries resistance. 

Moreover the semicircular arc shrinks that is the grain boundary’s resistance 

decreases with increases in Ni
2+

 content in the sample showing typical 

semiconductor nature of the material. 

For Nd doped In2O3 nanoparticles, Seebeck coefficient shows that for all the 

materials behave like n-type semiconductor for entire temperature range. 

Similarly DC resistivity showed a typical semiconductor type of behavior with 

initial rise followed by a rapid fall with rising temperature. Dielectric constant and 

dielectric loss showed falling trend with increasing frequency. Dielectric constant 

(ε) and Dielectric loss (tan δ) dependent on temperature showed increasing 

variation due to space charge polarization. Impedance investigation made on the 

sample showed a semicircular arc indicating dominating nature of grain 

boundaries resistance in the material. The semicircular arc decreases that is the 

grain boundary’s resistance decreases with increases in Ni
2+

 content in the sample 

signifying typical semiconductor nature of the material. 
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For Ni doped CuO nanoparticles. seebeck coefficient showed interesting 

behavior similar to Co doped ZnO samples. All the samples behave as p-type 

followed by a first order transition at 423K (150
o
C) making it an n-type of 

semiconductors. DC resistivity analysis showed a semiconductor type of behavior 

for all the samples. Dielectric constant (ε) and dielectric loss (tan δ) displayed 

decreasing trend with increase in frequency. Dielectric constant (ε) and dielectric 

loss (tan δ) with respect to temperature showed rising behavior due to space 

charge polarization. Impedance analysis showed a semicircular arc for all the 

samples indicating dominating nature of grain boundaries resistance in the 

material. Moreover the semicircular arc reduces that is the grain boundary’s 

resistance decreases with increases in Ni
2+

 content in the sample showing typical 

semiconductor nature of the material. 

 

8.2 Further Scope of Work 

Subsequent ideas for future research work in the area of nanoparticle DMS 

materials and unlocking the new fields of applications. 

 Exploring these materials in thin film format using different methods such as 

pulse laser deposition technique, chemical vapor deposition technique, Molecular 

beam epitaxy etc. Could be very interesting.  

 Development of theoretical model to visualize the structural, optical, 

magnetic and electrical nature of DMS nanomaterials in the powder and in the 

form of thin films could be another interesting area of research. 

 Study on compositional changes by doping rare earth as well as transition 

elements to enhance other properties materials so as build up quality radiation 

sensors, gas sensors etc, or developing photo-catalyst with high efficiency and 

stability at low cost better safety to atmosphere and creatures. 

 Application oriented research like making and testing of devices could be 

another interesting area of research in the field of engineering. 

Since the field is vast lot or research is yet to be done in the area of nanoparticle 

DMS materials. 
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