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Abstract 

 

In the Modern day of Wireless Communication Systems, there is a direct need 

for the enhancement of the network capacity to support more and more data. The 

problem becomes more significant when more sensors data is sent through limited 

bandwidth in a communication system. The digital data transmitted over low capacity 

channel results in increased error rate due to which the regression or regeneration of 

original data at the receiver is difficult. One may note that data communication using 

the source and channel coding having MIMO channel shows a noticeable 

improvement in efficiency and reliability. Whereas the efficiency of the bandwidth 

with a limited communication channel, severely degrades, when the system operates 

at a high data transmission rate. With the recent advancement in the source coding 

technique, the modulation schemes, error corrections and detection channel coding 

codes and MIMO channels, the reliability of the communication system can be 

enhanced for improved quality of service. This thesis work demonstrates the source 

and channel coding with Principal Component Analysis (PCA) and Gallagher 

Codes, at the same time using the state-of-the-art modulations such as M-PSK, M-

QAM over 1x1 to 4x4 MIMO channel. The source coding is implemented using 

PCA for the ensemble of 10 to 50 signals over 100 samples in the time domain. The 

decoded signal is thus channel coded with LDPC codes and transmitted over the 

MIMO channel. The evaluations demonstrated with performance measurement matric 

such as RMSE and BER rate. Specifically, the efficiency of transmission is quantified 

by RMSE and reliability quantified by Bit Error Rate (BER).  

In the experimental evaluation, the performance is computed for efficiency and 

reliability using different sets of ensemble data.  These ensembles (consisting of 10, 20, 

30, 40, 50 sets of signals) are the sets of random frequencies signals ranging from 50Hz  to
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2500Hz. The performance for efficiency and reliability is computed using RMSE and 

BER over a noisy channel having SNR varying from -15dB to +40 dB with LDPC error 

correction codes. Further, the PCA was simulated with the BPSK system using Matlab 

Simulink environment and Xilinx System Generator and synthesized on the Vertex-6 

FPGA. The performance of the sensor nodes network over MIMO system 2D, 3D, 4D 

network on Chip (NoC) mesh topologies is demonstrated more in detail for CBR, and 

FTP applications in later part of the thesis.  
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1.1. Introduction 

Data fusion  combines different data and information into a coherent, precise, and 

usable representation that reflects the same real-world entity. Data fusion techniques 

were used in multi-sensor systems to combine and integrate data from different sensors 

and applicable in various fields, including text processing. The goal is to achieve a low 

possibility of error detection and higher efficiency by utilizing data from multiple 

distributed sources via data fusion in multi-sensor environments [1]. 

In general, activities that include varieties of parameter estimation from multiple 

sources are advantageous with data/information fusion methods. Usually, the terms 

information fusion and data fusion are synonyms in some instances. Whereas the word 

data fusion used for raw data obtained directly from the sensors, and the word 

information fusion is to describe the data that has been already processed. While the 

term fusion of knowledge implies a higher degree of semanticity than the fusion of 

details, certain concepts usually used in the literature relevant to data fusion include 

decision fusion, data combine, data compression, multi-sensor data fusion, and sensor 

fusion. 

Data come from several sensors that are used to decide on the status of an 

autonomous mechatronic device. Therefore, robust fusion strategies are required for 

optimum knowledge fusion for distributed multiple sensors to assemble the knowledge 

of compress criteria, the technology of multisensory fusion and integration (MFI) is 

defined. However, the MFI’s application involves industrial automation, intelligent 

robotics production, military applications, biomedical and micro electro mechanical 

(MEMS)/nano electro mechanical systems (NEMS). The MFI’s goal is to have more 

precise representations of optimum decision-making device. In contrast, the advantage 

of MFI is that the system can supply high-quality data on some elements of its 
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environment, which cannot be sensed explicitly by any particular sensor working 

independently. Therefore MFI has been an essential technology for creating a 

sophisticated mechatronic system [2]. 

Multi-sensor fusion and integration is a technique that refers to the synergistic 

combination of multiple sensor data to make inferences that are not feasible from each 

sensor working separately. Without the use of multi-sensor fusion techniques, the 

advancement of sensor technology is inadequate. Since the sensors of different types 

incorporated in the device have their limitations and perceptive uncertainties, a proper 

data fusion approach can probably minimize overall sensory possibilities, thereby 

increasing device output accuracy. The significant advantage of the MFI is to obtain 

mutual perceptions and provide timely information by parallel sensory data processing 

[2].  

The widespread adoption of cell phones and wireless computer networking in 

recent years and the extraordinary development of the telecom industry are increasing 

the demand for wireless communication. The significant drawbacks of this growth are 

the disadvantages over traditional wireless communication systems, due to the available 

frequency options, bandwidth, and the efficiency of the networks, complexity, 

reliability, data rates, and physical areas. The modern multi-input multi-output (MIMO) 

technology which is future wireless would be more effective in meeting the growing 

demand for wireless communication in limited frequency resources. MIMO channel is a 

frequency selective channel (multipath), known to improve high-data transmission 

improving channel efficiency, low power implementation, and sophisticated signal 

processing algorithms. The wireless infrastructure designers face various challenges in 

meeting the demand for wireless communication with higher data levels, improved 

service quality, and higher network efficiency including restricted radio frequency 

spectrum coverage and propagation issues caused by several factors such as fading and 
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multipath distortion. Such specifications include new techniques of multiplexing that 

boost spectral efficiency and reliability. The MIMO aims to provide this capability [2] 

cost-effectively.  

To enhance communication efficiency, MIMO uses multiple antennas both for the 

transmitter and the receiver as one types of intelligent antenna technology. MIMO 

technology has gained an interest in wireless communications due to the data rate and 

contact range without additional bandwidth, or transmission power, which increasing 

considerably. MIMO also accomplishes higher spectral efficiency (more bits per second 

per hertz of bandwidth), reliability and diversity (lower fading). Hence MIMO is 

considered as a universal wireless research theme [3]. Sensor data fusion techniques are 

used to obtain higher-level information from multiple sensor data by combining space-

time data, leveraging redundant and complementary data, and the background available. 

This growing branch of applied computer technology seeks to produce complete, 

accurate, and almost real-time signal data that are keys to further decisions or actions. 

Significantly applications in the areas of logistics, advanced control systems, medical, 

public safety, defence, aerospace, robotics, industrial development, precision farming, 

trace monitoring are possible.  

The fusion processes are further classified into medium, intermediate, and high-

level fusion models.  

• Low-level combining or raw data fusion or association: combines multiple raw data 

sources to create new data, which is more insightful than the input.  

• Fusion at the intermediate level or fusion at the level of features or state estimates 

blends various features like corners, curves, textures, or positions into a feature map that 

can then be used to segment and detect it.  
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• High-level integration or combination of decisions blends multiple expert choices. 

Decision fusion methods include voting methods, fuzzy-logic methods, and statistical 

methods.  

The technology representing the characteristics of the three designed sensor types 

are not for the purpose to exclude one another. However, these types of systems which 

are hybrid are one of the multiple sensors which are generally used in monitoring some 

specific regions which mostly fall for two or more sensors. At the same time, these may 

be comparative or cooperative according to the sensors arrangements [4].  

Sensing data is obtained as data sources capable of producing vast quantities of 

real observations from the environment [5]. Such instruments are intended to gather data 

of only one nature, such as temperature, light, and humidity. These types of data are 

referred to as univariate data. New tools are designed simultaneously to collect various 

kinds of data from the field called multivariate data. The nodes in these networks are 

generally equipped with multiple sensors to collect different types of data 

simultaneously. 

Moreover, an increasing type of data is called an attribute or function in the 

multivariate data. Besides, measurement of sensing data is said to be anomalous if one 

or more of its characteristics are anomalous [6]. The anomaly detection is applicable to 

univariate data by finding the single data attribute, which is abnormal compared with 

the aspects of other data instances. However, the identification of deviations in 

multivariate WSN is difficult since there could be unusual activity in the individual 

attributes [7].  Analyzing multivariate data is computationally costly and anomaly 

detection on multivariate data provides high precision when the relationships between 

different quality are exploited carefully [8, 9]. Mostly there are spatial and temporal 

similarities between sensor readings, even in sensing data. While the temporary 

correlation is the readings collected during the same time correspond to the readings 
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obtained during the previous time, and the spatial correlation is the readings of 

geographically similar nodes should be correlated [10].  

Data communication is useful to gather information, including light, precipitation, 

air quality, wind speed, temperature, and other critical signals. Higher the data 

transmission, the demand for service quality grows. To support service quality, the use 

of the MIMO communication channel is growing, because of the bottleneck of channel 

bandwidth in the conventional data transmission network.  

In a monitoring system like healthcare, business, ecology, government, and 

military applications, it is necessary for continuous transmitting data over a sufficient 

period. However, it is not easy for WSNs to perform such large-scale tasks for a long 

time as a power resource has a severe limit. As energy conservation and the durability 

of WSNs are the key considerations. However, the major part of the collected data is 

typically redundant and can be derived from other observations. Thus, to minimize or 

avoid unnecessary transmissions in the communication of data, reducing the total 

energy consumption is very significant. Thus leads to a lifetime of energy expended on 

the transfer of data [11-13].  

The world of today’s rising technological era is the most critical issue in 

communications systems for  data compression. Data compression is used to reduce the 

amount of storage needed for information like text, images, video, sound, etc. to be 

transmitted or stored. It is in the process of compressing data or files allow a minimal 

amount of space than in its original form [14].  

The communication system has transferred large-scale data in recent years, and 

the development of ample storage and retrieval systems has seen tremendous growth. 

The design of new storage devices should accommodate the rise in database capacity, 

modems and multiplexers must be continually updated to allow a significant amount of 

data transmission between the communication network and remote terminals resulting 
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in a rise in prices and supplies. However, the approach to this problem is compression, 

with the effective encryption of the data and transmission series. Compression is 

possible when the data has displayed in a more than appropriate format, while the input 

data correlates with a certain amount of redundancy [15]. 

 

1.2. Background Information 

1.2.1. Data Compression 

Data compression is the mechanism of eliminating the redundancies to which the 

number of bits required to display signal content. While the leading technologies for 

transmitting vast quantities of real-time signal data (sensor level signals), very often 

small bandwidth channels were data compressed [16].  

Furthermore, the data transmission is in the form of a signal, image, graphics, 

audio, and video from the sensor. In the transmitting process, types of data are 

compressed, or else the data would need ample storage space and transmitting 

bandwidth. Enormous volumes of data cannot work because very often, there is 

insufficient storage capacity. Hence the data must be compressed using some of the 

analytical methods, which can be quickly transmitted. Data compression is the method 

of transforming an input data source into another smaller sized data stream. 

 There are a large number of technical improvements over the last decade as 

transition involves the ever-present, ever-increasing internet, the booming mobile 

connectivity growth, and the ever-increasing value of video contact. For the growing 

part of this multimedia transition, data compression is one of the technology. Without 

data compression, wireless networks will not be able to have improved consistency of 

communication. Data compression is the art of compact representation of knowledge. 

Despite rapid advancements in mass storage capacity, processing speed, and the 

efficiency of digital communications, demands for data storage space and network 
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bandwidth continues to surpass available technology capabilities. Big data files remain a 

significant bottleneck within applications in a distributed environment. However, data 

compression is an essential component of possible approaches for the development of 

usable and transmissible real-time signal data sizes as the portability and efficiency of 

the application are critical in choosing the technique for compression/decompression. 

The digital signals are processed or distributed, and hence, they have become an 

essential part of our daily life. The dependence on digital media continues to increase, 

as it is a major concern to find professional ways to store and distribute significant 

volumes of data. As the amount necessary for carrying unadulterated signal data may be 

incredibly large in terms of cost and the massive bandwidth needed to transmit such 

data, researchers are searching for  ways to effectively reflect such digital data to 

facilitate their delivery and save disk space.  

The data compression strategy has now become very relevant and widely 

applicable. The area of data compression involves numerous source coding schemes 

from conventional lossless technologies and recent solutions of converting the new 

forms of segmentation coding. The effect of digital data on commercial, science, and 

computer applications is tremendous [17]. Uncompressed digital signals need 

considerable bandwidth and storage space. The rapid rise of data intensives and many 

academic studies on both lossy and lossless data compression [15] have rendered 

successful data compression solutions. 

Besides, other applications, the issue of data compression is more important, 

especially for progressive transfer, data navigation, multimedia applications, and 

compatible multibit transcoding. However, the majority of current Internet bandwidth is 

considered for sensor levels signal data, such as pictures and video transmission. 

Flexible, energy-efficient deployments capable of performing multimedia functions 

such as signal processing, coding, and decoding are significant [15]. 
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As far as data quality [18] is concerned, the digitalization of signals is the most 

important move from the analog world to the digital world. However, the step is 

expressed in the basic necessity of preserving data quality in two basic quantitative 

parameters:  

• Digital data transmission rate or data speed (megabit per second or MB / s)  

• Total digital storage or data capacity required (megabit or MByte). 

It will have a high compression rate at the same time so that the uncompressed file 

does not vary significantly from the original file and retains almost all relevant material. 

Signal-to-Noise Ratio (SNR) is the ratio of original data and coded/decoded data. 

It is expressed in terms of the logarithmic decibel (dB) scale. Root Mean Squared Error 

(RMSE) is a total error measure that is defined as the square root of the variance value 

and the square of the bias. While Compression Ratio (CR), the CR is defined as the ratio 

of original data and compressed data.  

Compression Ratio = Original data Size / Compressed data Size. 

Data Compression advantage is it reduces computing demands and incurs lower 

transmission costs. It takes less time to load than their more sluggish predecessors, 

allowing more data on signals to be displayed in a shorter period. This also reduces the 

probability of transmitting errors. 

Data compression algorithms are divided into two groups:  

  Lossless Data Compression  

  Lossy Data Compression  

Lossless data compression operates by compressing the total data without 

extracting any information of the signals. As a result, the overall data size is decreased 

only by half to one third when data is compressed by using a lossless method, signal 

uncompressed and correlates with the consistency of the original signals [18-19]. 
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Lossy Data compression is substantially different from raw binary data 

compression. The compression algorithms for general purposes may be used to 

compress signals, but the effect is less than optimal. As the signals have specific 

statistical properties that encoders specially built for them can use. In order to conserve 

a little more bandwidth or storage, some of the better information in the data may be 

sacrificed. It also ensures that the techniques for loss compression can be used in this 

area. Lossy compressions, operated by extracting data information from signals, are not 

transparent to the viewer. However, loss compression will limit signal data to one-

tenth of its original size without significant data quality changes [18]. 

Source coding is a compression technique used for the reliability of data 

communication system. Symbol codes (for example, Huffman codes) or stream code (for 

example, Arithmetic codes, Lempel-Ziv codes) are few methods used for source coding 

techniques. The PCA is also a source coding method used to reduce/compress the input 

sensor data measurements [20]. In this technique, an orthogonal transformation is 

applied to convert a series of measures of interrelated variable values into a set of 

variables called Principal Components Analysis (PCA) [21]. 

 

 1.2.2. MIMO with LDPC and Modulation 

MIMO wireless technology significantly increases a channel’s capacity. With the 

increased number of receiving and transmitting antennas, the channel efficiency can be 

linearly increased with each number of antennas connected to the network. MIMO 

wireless technology has since become one of the most effective wireless channel coding 

methods in recent years. Spectral bandwidth is becoming a resource for radio 

communications systems and is required to allow more effective use of the usable 

bandwidth [22]. In current wireless protocols such as IEEE 802.11n, 3GPP LTE, and 

WiMAX (4G) mobile networks, Multiple inputs Multiple outputs (MIMO) antenna 
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networks are used. The methodology supports better data output even under 

interference, signal loss, and multipath conditions. WLAN, 3G (long-term evolution), 

and several other radios, cellular and RF innovations are being listed and used in several 

emerging applications [23]. The MIMO wireless technology provides expanded 

communication capability and spectral quality along with better link stability. 

It is also essential that the network is built to be energy-efficient. Many 

researchers are promoting cooperative communications to save energy by making node 

groups work together to transmit or receive data. The space diversity is produced by 

transmitting the same signal, or highly clustered versions of it, through many spatially 

separated antennas, is exploited in cooperative communication and references [24]. The 

theory of cooperative communication is also closely related to MIMO technology. 

Under a given budget and fading conditions, MIMO communications deliver a much 

higher performance (spatial multiplexing gain) or better efficient communications 

(diverse gain) than single input single output (SISO). 

MIMO systems are constructed using multiple transmitting and receive antennas 

that are under extensive study to support a significant increase in channel capacity. 

MIMO transmission benefits from the fact that signals on different antennas have a 

degree of differential attenuation of their signal rates in a scattered setting where 

antennas are spread and isolated in a multi-transmit fading network and multiple 

antennas are supplied [25] [26]. 

The most prevalent error correction code is the Low-Density Parity Check 

(LDPC) code, has  near Shannon limits. The Shannon limit determines the maximum 

data levels that can be allowed or the total number of users under the defined bandwidth 

and power constraints. The LDPC code is a linear error correction code, a technique 

used to relay the data in a noise-filled transmission channel [27]. The Sparse Bipartite 
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Graph is used to construct the LDPC. LDPC codes are used for maximizing the 

efficiency of the signal, which causes the noise level for the symmetrical signal network 

to be set very close to the theoretical limit (Shannon limit). 

The type of modulation is one of the most significant characteristics often used in 

identification as well as classification. M-PSK/M-QAM is both an analog as well as a 

digital modulation technique, which has to utilize a limited number of at least two 

phases and two amplitudes. The M-PSK / M-QAM is used continuously as a 

computerized communications modulation technique. High spectral efficiencies can be 

obtained using M-PSK / M-QAM by setting the correct constellation scale, constrained 

only by the associated noise rates and the linearity of the transmission channels [27]. 

The communication system is designed to get the lowest possible error (bit error) 

from the sufficient resource usage data with a bandwidth cap, which remains an 

alternative to the low data rate. LDPC codes can be used as an excellent coding scheme 

to get better productivity in crowded networks. However, to achieve sufficient channel 

efficiency, one has to generate a high data rate is with the ideal usage of bandwidth. 

Therefore it is challenging for low power growth and improved channel capacity over 

restricted bandwidth for specific SNR. Hence an attempt is made to solve these sensor 

level problems and method of data reduction over the MIMO system to improvise any 

aspect in a wireless communication system [28] [29]. 

Network on Chip (NoC) is introduced as a highly structured and scalable 

approach for the issue of communication in SoC. On-chip, interconnection network 

provides advantages over dedicated wiring and buses, i.e., low-latency, low-power 

consumption, and scalability. Each resource should be contacted to a switch in the 

network via a network interface (NI). More topologies have been discussed for this 

switched network includes 2D Mesh, Folded Torus, Ring, Butterfly Fat Tree, Octagon, 

and irregular connection net-works [30] [31]. 
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1.3. Motivation  

Data transmission is primarily motivated by the ease and flexibility of handling 

digital signals data information instead of the analog information in the communication 

system. Signals data transmission is required most commonly for educational, business 

documents, medical images and so on. In a real sensor level, signals consume more 

amount of storage. As the transmission and storage of every bit incur a cost, the 

advancement of cost-efficient data compression techniques is of high significance. In 

addition to the extremely higher data transmission and bandwidth requirements, the use 

of uncompressed digital signals data adds a high cost to the hardware and systems that 

process the signals data. At the present state of technology, the only solution is to source 

coding for compress data before its transmission and to decompress it at the receiver 

end for playback in the communication system. 

Cost per bit is a valuable measure for measuring data transmission rates and 

evaluating them across systems, service providers, or industries. Nevertheless, estimates 

of cost per bit cited as absolute values (e.g., $5 / GB) may have a nice punch line, but 

are also deceptive or unreliable. Ratios of network usage reflect the cumulative use of 

network services around the footprint and are directly related to averages of cost per bit. 

As a consequence, wireless networks are built for each position to reach the coverage 

requirements and the expected peak traffic load. Data per bit has significant 

consequences for the business model and would become more apparent in the 5G 

period. When you expect that the cost of providing a gigabyte on the mobile network 

would decrease 50 percent or more from 4G to 5G, boosted by additional technology, 

the usage of leased and unlicensed technology and also small cells, so the cost of using 

a gigabyte of "encrypted" data would be similar to the cost of using a gigabyte of 

"fixed" connectivity, particularly on a "real" basis. Then the 5G broadband alternative 

may well become a completely integrated substitute for a cabled connectivity service. 
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1.4. Contribution  

The suggested framework is beneficial when data on compressed sensor level 

signals are transmitted in the MIMO channel communication network. This research 

contributes to the compression of data using source code PCA technique, transmitting 

sensor level data with channel code LDPC and M-PSK, M-QAM modulation 

techniques, 2x2, 3x3, 4x4 MIMO channels, without losing data during transmission. 

Data communication is employed to gather a variety of information, which 

includes light, humidity, air quality, wind speed, temperature, and other vital signals. A 

monitoring system is being developed in health care, industries, ecological system, and 

governmental as well as military applications. These monitoring systems need to 

transmit data continuously over sufficiently prolonged periods. However, it is not easy 

to get Wireless Sensor Networks (WSNs) to achieve such a widespread task over a 

prolonged period due to severe limitations in power resources. Hence, energy efficiency 

becomes the prime consideration, as well as the lifetime longevity of WSNs. The 

significant chunk of the collected data usually renders itself redundant and generally can 

be efficiently mined. Therefore, reducing or preventing altogether unnecessary 

transmissions in data communication has a very significant influence on reducing the 

overall energy consumption. Hence, these results in lifelong longevity of WSNs, such 

that the amount of energy spend on data transmission can be reduced [32]. 

Source coding is employed in data communication for efficiency, while symbol 

codes (e.g., Huffman codes) or stream codes (e.g., Arithmetic codes, Lempel-Ziv 

codes) are employed for source coding methods. On the other hand, Principal 

Component Analysis (PCA) is one of the well-known source coding method used to 

reduce or compress the dimensions of incoming sensor data [33]. Fundamentally, PCA 

is an orthogonal transformation technique  that transforms a set of observations of 

interrelated variable values into a set of un-interrelated variables [34]. 
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Further, channel coding is employed in data communication for reliability. 

However, Hamming codes, BCH codes, Turbo codes, and Gallager codes are used very 

often in channel coding. Further, the most dominant error correction code, which has a 

near Shannon limit presentation, is the Low-Density Parity Check (LDPC) codes. The 

LDPC coding technique is used for transmitting the data in a broadcasting channel. While 

the Shannon Limit determines the ultimate limit to the actual number of users or the 

maximum data rates, which is supported within the given limits of specified bandwidth 

and the power constraints [35]. 

Phase Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM) are both 

analog as well as a digital modulation technique respectively, which in general requires 

a minimum of two phases and two amplitudes. Moreover, QAM is constantly used as a 

modulation strategy for computerized telecommunications networks, although high 

spectral efficiencies can be obtained by setting the QAM for an acceptable constellation 

scale, constrained only by the associated noise rates and the linearity of the transmission 

channels [36-37]. 

The Multiple-Input, Multiple-Output (MIMO) network is constructed utilizing 

numerous transmit and receive antennas and is currently under intensive development 

for its exceptional ability to support a substantial increase in capacity. The MIMO 

transmission takes advantage of the idea that in a scattering setting, in which the 

antennas are scattered and segregated in a fading network of multiple transmitting and 

multiple receiving antennas, the signals at various antennas undergo individual 

attenuation of their signal rates [38]. 

The modern communication system has several limitations like bandwidth, data rates, 

data loss due to error probability, spectral efficiency, and original data regression.  
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Figure. 1.1 Source coding for data fusion and compression over MIMO. 

 

The thesis proposes data fusion over MIMO, as shown in Figure 1.1, collects the 

data, i.e., Y1(t), Y2(t)…..Yn(t), at a time ‘t’, from various sensors, which is then 

conditioned for a signal of appropriate formats, to generate Y1’(t), Y2’(t)…..Yn’(t) 

signal. Thus, the formats are further fused and compressed at sensor level for 

transmission to generate YT1”(t), YT2”(t) YT3”(t)……..YTm”(t) signals, in which m ≤ n, 

depends on the number of sensors ( in this work, it is ‘n’) employed in fusion. The data 

compression is implemented using Principle Component Analysis (PCA). The 

compressed data is further modulated using proper modulation techniques, e.g., PSK, 

QAM, and it is then transmitted over the MIMO system having proper channel coding 

methods like LDPC, over a guided or unguided channel with Additive White Gaussian 

Noise (AWGN) characteristics. 

The received signal is decoded for channel coding and demodulated to recover the 

original signal. The demodulated signal is YR1”(t), YR2”(t), YR3”(t) …….. Y Rm”(t) at 

the receiver is then recovered using PCA reconstruct to regenerate the fused data, i.e., 

Y1’’(t), Y2”(t)….Yn”(t). 
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The data communication system is demonstrated for the data fusion at the sensor 

level for the number of signals forming an ensemble, which is spread over the range of 

frequencies from 50Hz to 2500Hz. These signals are fused using the well-known data 

reduction method, i.e., Principal Component Analysis (PCA) and regressed at the 

receiver end to generate the original signals. This system is demonstrated for the M-

PSK/M-QAM modulation over the LDPC based channel coding error correction Min-

Sum algorithm for the Multiple Input Multiple Output (MIMO) system. The 

performance evaluation of this system is computer over the Signal to Noise ratio from -

15dB to +40dB for parameters like RMSE and BER. We have used MATLAB Simulink 

(2018b) for modeling the said system. 

In due course of time, the works carried out in this thesis are listed below: 

1. Modeled the sensor level data fusion and reduction using proper source decoding 

techniques like PCA on the MIMO channel for the data communication system. 

2. Studied data consisting of several signals (10, 20, 30, 40, 50) at the sensor levels, 

using composite data called an ensemble, which is then employed to reduce the data 

using source coding technique like PCA using M-PSK, M-QAM modulation 

schemes, and LDPC channel coding with error correction over 2x2, 3x3, 4x4 MIMO 

Channels. 

3. Synthesized the data communication system using for PCA data reduction and 

recovery, and BPSK modulation on Xilinx Vertex-6, LX240TFPGA. 

4. Explored the application of above data transmission system in 2D, 3D, 4D mesh 

topologies for Network on Chip (NoC) implementation.  

 

1.5.  Thesis Outline 

The entire work of this thesis is organized into six chapters, and the summary of 

each of these chapters are described as follows: 
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Chapter-1. Detail discussion on Data Compression, MIMO Channel, and PCA 

Source coding for data compression, LDPC channel coding background details are 

summarized. Further, motivations and contributions based on the previous works are 

detailed in this chapter, pertaining to the significant findings of this thesis. 

 Chapter-2. Presents the related work in the research area on data compression 

source coding, channel coding, modulation techniques, and MIMO. 

Chapter-3. Presents the details of the PCA base source coding technique. A 

system detail of the PCA source coding technique to a data communication with PSK 

and QAM modulation techniques with MIMO is demonstrated. Verified the 

experimental results for parameters like RMSE and BER to evaluate the system 

performance. 

Chapter-4. Introduces the LDPC channel coding technique along with the PCA 

base source coding data reduction methods. Further evaluate and discuss system 

performance with the modulation of 2, 4, 8, 16, 32-PSK and 4, 8, 16, 32-QAM over 

2x2, 3x3, 4x4 MIMO with the parameters like RMSE and BER. Further presents the 

Xilinx system generator based synthesis of the discussed system with the BPSK 

modulation on Xilinx Vertex-6, LX240T FPGA. 

Chapter-5. Explore the application of proposed data reduction system for the 

network on chip design. In this chapter 2D, 3D, 4D NoC topologies are introduced to 

evaluate the performance for throughput and latency over FTP and CBR applications. 

 Chapter-6. Summarize the thesis, and find future research scope for said work 

related to the robust data compression technique with the MIMO system. 
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2.1. General Information 

 

The purpose of source coding is to represent information as accurately as possible 

using a few bits and eliminate redundancy from the source. In a certain way, the purpose 

of channel coding is to introduce redundancies, which can be used to protect 

information when transmitted through a non-ideal channel. The combining of these two 

techniques leads to conventional source and channel coding, enabling the design of a 

data communication system to generally achieve better performance than when the 

source and channel codes separately designed. This research explores the source and the 

channel coding, i.e., MIMO channel PCA and LDPC. 

Most people around the world use apps in daily life, arising from what is known 

today as the fields of source coding and channel coding. For example, the applications 

may be compact disks (CDs), cell phones, MP3 players, digital versatile disks (DVDs), 

digital TV, voice over IP (VoIP), video streaming. Hence, leading to considerable 

interest in the field of collaborative source and channel coding, usually makes it easier 

to enhance the efficiency of source and channel coding by collectively developing these 

fundamental building blocks rather than considering separate units. However, these 

sources and channel coding is of concern when it comes to information delivery, i.e., 

data. Here Xn = (X1, X2, · · ·, Xn) is a sequence of source data, e.g., from the processing 

of continuous signals, which is to distribute over a channel. 

Furthermore, the information in Xn represents the transmit over the channel. It is 

relevant that the receiver will decode the information received and produce the value of 

X’n = (X’1, X’2, · · ·, X’n) from the original details. The encoder's task is to create an Xn 

representation, and the decoder's task is to provide the X’n approximation based on the 

source obtained. It is obvious to know the source and channel encryption, on how the 

encoders and decoders are designed [1].  
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2.2. Data Compression (Source Coding) 

Besides, dealing with the transmission of information, it is appropriate to interpret 

using a discrete value. The source coding represents the information as efficiently as 

possible as few bits, based on ‘compression’. The compression is mainly divided into 

two categories: lossless coding, which allows a source coded version of the original data 

to be adequate to replicate the same version of the original data. Hence such data is no 

longer needed when working with lossy coding, wherein the goal is to restore instead, 

an approximate version of the original data that is as good as possible [1]. 

The source coding (data compression) and channel coding (error control) are built 

independently of each other. It is explained in Shannon's theory of separation. However, 

new developments in the world of information technology have resulted in an immense 

amount of data generated every second. As a result, the data collection and delivery 

infrastructure expected to increase to an immense extent. According to Parkinson's first 

rule, the demand for storage and transmission decreases at least twice as storage and 

transmission capacity decreases. While optical fibers, Blu-ray, DVDs, Asymmetric 

Digital Subscriber Line (ADSL) and cable modems are available, the pace of data 

growth is far higher than the rate of technology growth. Hence, refuses to resolve the 

problem as mentioned above based on the management of massive data storage and 

transmission. Further, in order to address this problem, an alternative concept of data 

compression (DC) is proposed to minimize the scale of the data stored or transmitted 

[1]. 

Currently, DC techniques are essential for most real-time applications such as 

satellite imaging, Geographic Information Systems (GIS), visualization, Wireless 

Sensor Networks (WSN). While the advancement of recent technology significantly 

improves the quality of data, as it ultimately raises the size of the data. Therefore, 

reducing the size of the file allows more information to store in the same data space 
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with less transfer time. Hence, it is complicated and sometimes hard to store or contact a 

vast number of data files without DC [2]. 

Moreover, the fundamental DC concepts are lossless compression, loss 

compression, and text compression, compression of images, audio compression, video 

compression, bit reduction, and data redundancy. Hence, the performance of the DC 

system is measured in many ways, by measuring the complexity of algorithms, 

computational memory, speed, amount of compression, and quality of data recovered. 

Further, the compression ratio (CR) is the most common metric to quantify the 

performance of data compression. Hence, the following equation 2.1 shows the ratio of 

the total number of bits necessary to store uncompressed data to the total number of bits 

needed to store compressed data [2].  

CR=No. of bits in uncompressed data / No. of bits in compressed data  (2.1) 

The CR is termed as bit per bit (bpb) [2], and the average number of bits requires 

storing the compressed data as specified. Similarly, in image compression techniques, 

bpb is called bits per pixel (bpp). In contrast, modern text compression methods use bits 

per character (bpc), which reflect the average bits required to compress a character. 

There is also another metric called Space Savings that describes file size reduction 

compared to uncompressed data and expressed in equation 2.2. 

Space savings= 1 – (No. of bits in compressed data / No. of bits in uncompressed data)    

(2.2) 

For instance, when the original data is 10 MB, and the compressed data is 2 MB, 

then space savings will be (1.0-(2/10)) = 0.8. A value of 0.8 indicates that 80% of 

storage space saved due to compression. Next, the compression gain is equated in 

Equation 2.3, 



Chapter.2 Page 4 
 

Compression gain=100loge (original data / compressed data)   (2.3) 

The compression speed can be measured according to cycles per byte (CPB). It 

implies, on average, the number of cycles needed to compress one bit. CR and 

compression factor (CF) are relatively good to calculate lossless compression 

techniques. As the recovered data in lossy compression significantly differs from the 

original data, certain additional performance measurements are required to determine 

the degree of degradation, accuracy, and efficiency. The difference between replicated 

data of lossy compression from the original data is considered distortion. Other words 

like fidelity and accuracy also reflect the discrepancy between original and 

reconstructed data [2]. A common metric used for this entity is peak signal to noise ratio 

(PSNR), a dimensionless number used to differentiate the obvious blunders which can 

be detected by the human eye. PSNR usually revealed to the logarithmic decibel (dB) 

scale. PSNR equated as equation 2.4 for original information Xi and the replicated 

information Yi. 

PSNR= 20log10 (max|Xi|/RMSE)  (2.4) 

Where RMSE (Root mean square error) is the square root of Mean square error (MSE) 

and formulated in Equation 2.5, 

      
 

 
         
 
                 (2.5) 

If the initial and reconstructed data are precisely the same, then RMSE is zero, and 

SNR is infinite. The value of RMSE will be small, and the SNR value will be strong for 

the improved similarity between the original and reconstructed results. Another formula 

relevant to this is equation 2.6. 
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  (2.6) 

SNR is used for quantifying the magnitude of the signal related malfunction. 

While SNR numerator is the root mean square of the original information. However, 

PSNR is the most effortless and commonly utilized method, as it disposes the survey 

conditions of influencing the signal information quality and may not be correlated with 

human perception [2]. 

In general, a DC methodology affects the accuracy of the data depending on the 

specification parameters to some degree. If the DC techniques are used for general 

purposes such as messaging or internet searching, so the accuracy of recovered data is 

not taken into account. But, in-text compression, it is not tolerable to modify a single 

character in a text document, as it changes the whole meaning. The importance of a DC 

techniques data quality is strongly dependent upon the form of data. The DC techniques 

can split into lossy and lossless compression, based on the criterion of restored data 

quality. However, lossless compression applies to no knowledge loss, i.e., the data 

recovered is consistent with the original data. It is used in applications where 

information loss is not needed, such as text, medical imaging, law forensics, military 

imaging, satellite imagery, etc. [3]. 

In some cases, lossy compression methods are preferred, where the restored data 

is not precisely identical to the original data, and it is often appropriate to estimate the 

original data. Compared with lossless compression techniques, this results in higher CR 

with lossy compression techniques. Near-Lossless compression techniques are another 

form of compression technique where the discrepancy between the original and restored 

data is guaranteed to vary by no more than a user-specified sum called Maximal 

Absolute Distortion (MAD) from the respective values in the original data [4]. Hence, 

used for the compression of signal data, hyper spectral pictures, videos, etc. 



Chapter.2 Page 6 
 

The effective representation, computational complexity, and resource 

management are the characteristics of every DC technique. Recently, there has been a 

considerable regular rise in the amount of data production, and different file formats are 

now being added. Firstly, the correct representation of data during compression often 

affects the efficiency of a compression process, and there are different types of 

demonstration, such as matrix format, configuration, chain code, and quantization. 

Hence, an incorrect data representation may add larger compressed file than the original 

file. At the same time, the correct way to represent data can give a better CR [2]. 

Moreover, the advent of emerging technology and analytics in data processing 

enabled the organization of big data in processes as a revolutionary feature of wireless 

sensor networks (WSNs). Big data model, combined with WSN technology, implies 

new problems that need to be tackled in parallel. Hence, data collection is a fast-

growing in the field of study. While, big data processing is a critical problem in wireless 

sensor networks that needs efficient approaches to capture, interpret, store, and compile 

vast quantities of data. However, the collection of broad bandwidth utilization is 

essential to allow the use of specialized techniques to tackle this task, so the sensor-

gathered data need analysis and storage. Methods of research are required for managing 

the growing quantities of data at the same time. They do need to be changed, to reduce 

response time and to save more energy to prolong the lifespan of the network. Further, 

the aggregation of data in large-scale wireless sensor networks is an essential technique. 

It is an efficient method for processing high volume scale by integrating related data, 

removing the duplicate data issue, and thereby growing the resource consumption [5]. 

In recent years, enormous efforts have been made in the field of research of data 

reduction in sensor networks. However, among these specific methods, the data 

anticipation and data fidelity are the most appropriate groups for creative construction. 

In the data forecast, the sensor hubs do not continuously relay their determined quality 
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to the base station and enable the base station to predict the predefined values. In this 

way, the base station regularly holds up its estimation of the announcement rather than 

the real expense [6].    

Most compression algorithms [7-10] are used to encrypt information at source 

nodes, and then decode it on the sink where consistency is a significant concern. Goel 

and Imielinski [7] used Moving Picture Experts Group (MPEG) compression techniques 

for energy-efficient sensor network monitoring. They suggested a prediction-based 

monitoring mechanism (PREMON), which is best-known for submitting only the 

difference between the current picture and the previous picture rather than the entire 

present image. MPEG is used to resolve the significant divergence created by moving 

objects between successive images in the film. In [8], the authors proposed a multi-

target evolutionary algorithm to generate a set of variations of parameters of the 

quantification mechanism corresponding to various equilibrium interconnections 

between compression and information loss. Therefore, the user should pick the 

combination with the best value for the individual user. The methods were introduced 

in-network data reduction to [9, 10] incorporate data compression and routing. The 

routing driven compression (RDC) performs the function of data compression on the 

shortest path to the sink, in which the compression based routing (RDC) does not 

automatically carry out the highest possible compression on the shortest path to the sink. 

The combined routing compression strategies RDC and Compression Driven Routing 

(CDR) will both be highly dependent on the routing algorithm efficiency and the data 

correlation stage. For the Internet of Things, a simplified sensing-based framework [11] 

was proposed in which the final nodes calculate, transfer, and store the sampled data. 

Then an effective cluster-sparse restore algorithm for in-network compression is used 

with the goal of more reliable data restoration and lower energy consumption. 
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Reduce spatial redundancy among neighbouring nodes within each cluster can be 

obtained with the principal component analysis (PCA) technique. The explicit goal 

behind this strategy is to provide an optimized solution to the data transported from the 

cluster heads (CHs) to the base station (BS). It requires a linear transformation of a 

series of associated variables into an arbitrary set of variables, i.e., the aggregation of 

data while preserving the initial data set properties without any data loss. According to 

its basic and non-parametric characteristics (parameters can be computed), the PCA has 

widespread implementations in wireless sensors networks such as outlier detection [12], 

information processing, and machine learning [13]. Another significant advantage of the 

PCA is the optimum linear method for projecting a large data set into a lower-size space 

to expose the hidden data (in terms of mean square error). 

In [14], the paper suggests a low cost, loss-based compression solution with an 

error-bound guarantee for WSN application. However, the approach also indicates the 

reduction of data compression and minimizes the dissipation of resources. While the use 

of Spatio-temporal similarity between data samples achieves this, it is based on neural 

networks, an algorithm in machine learning to simulate human and environmental 

situations automatically. This approach eliminates constraints on power and bandwidth 

while gathering data in the tolerable error range. The algorithm is evaluated using 

meteorological data sets and provides better results than CR, RMSE, for Fast Fourier 

Transform (FFT), Principal Component Analysis (PCA), and Discrete Cosine 

Transform (DCT). 

In [15], a novel energy-efficient architecture for distributed WSN is incorporated 

into the data estimation, compression, and regression techniques. However, the PCA 

technique is used for data compression and regression. Further, the sensor nodes 

organized into clusters in the clustered WSN and concurrent double prediction process 

at sensor nodes and cluster heads are introduced, for cluster heads (CHs) which uses 
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PCA method to filter the main part and to remove redundant data. So, the data at the 

base station is restored entirely to further check with a sample of open sensors. 

However, the findings show the approach for continuous control of WSN applications is 

effective. Also, to test the efficiency, the algorithm is used for prediction precision, 

convergence, and improving communication speed. The compression algorithm uses the 

efficiency metric as connectivity costs and increases both the accuracy and the 

convergence rate. 

The motivation for the present research is data compression for the sensor level 

data using data reduction approaches for data transmission in the communication 

system. The necessity of a methodical literature survey has been recognized after 

considering progressive research in data reduction for data compression in the 

communication system. Therefore, based on broad and methodical search in existing 

works, the available research is summarized, and research challenges for future research 

are also presented. 

 

2.3. Channel Coding 

When the source coding executed, one aims to delete the highest redundancy in 

the source data, and redundancy is inserted into the data to protect data from channel 

errors for channel coding. For example, these channel errors can be continually 

assessed, packet losses, or bit errors [16]. 

The channel encoding and decoding are intended to detect and correct noisy signal 

errors. While the noisy channel errors that occur during data transfer from the source to 

the destination, there arise the need of mechanism for detecting and remedying these 

errors. A communication system is a medium by which information can be conveyed 

from one individual to another, and the digital communication is a device which 

physically transmits the data. Further, source coding is used to reduce the source of data 
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and minimize redundancies for effective transmission from source information. While 

the signal power and channel bandwidth for transmission are key parameters for the 

configuration of the digital communication system, these parameters calculate the signal 

energy per bit (Eb) to noise intensity spectral density (N0) ratio. This ratio is special to 

the likelihood of a bit error, also called a Bit Error Rate (BER). In reality, an appropriate 

BER with channel coding is feasible for a given Eb = N0. It can be done by adding 

additional numbers to the data source. In which, additional digits do not have new 

information but allow the receiver to identify and correct errors, reducing the overall 

risk of a mistake [16]. 

In a Shannon's Noisy Channel Coding Theorem, if any noise-influenced channel 

has a set channel capacity C, a rate of information transmission can never be surpassed 

without error, but an error-correcting code still exists such that information can be 

transmitted at speeds below C with an arbitrarily low BER. The Rayleigh fading 

channel also tests the BER performance of various diversity techniques such as selective 

integration, equal-gain combining (EGC), and maximal ratio combining (MRC) [16]. 

Dr. Hamming introduced the idea of error-correcting codes in 1947 and created 

the first error-correcting code called Hamming code. Later, revealed a paper [17] in Bell 

System Technical Journal on error detection and error correction codes. In 1948, C. E. 

Shannon presented the Mathematical Theory of Communication and published a paper 

[18] in the scientific journal Bell Method. In 1949, J. E. Golay wrote an article [19] on 

computer coding in the IEEE proceedings and drew up a Golay Code (23, 12). In their 

logic design paper, Dr. Reed [20] and Dr. Muller [21] identified a new code for error 

correction in 1954. Dr. Reed also provided the algebraic ring theory [22], the Galois 

field, and the polynomials [23] over fields. 

In 1957 Dr. Prange discovered cyclic codes at the Cambridge Research Institute 

for Air Force, and then in 1958, he developed quadratic residue code. Further, in 1960 
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Alexis Hocquenghem et al. discovered binary cyclic BCH codes [24]. They first 

implemented a cyclic code word shift, which makes encoder and decoder design easier. 

In 1960 Irving S. Reed and Gustave Solomon invented another cyclic code called Reed 

Solomon (RS), which has a large Hamming distance. The encoding method is similar to 

cyclic codes. Elwyn Berlekamp and James Massey [25] developed an efficient decoding 

algorithm for RS codes. This code is more common and used in numerous applications, 

with the advent of powerful computers and a more effective decoding algorithm. 

However, Reed-Solomon codes are used in satellite communications, transport, and 

space communication. While these are non-binary cyclic codes, with two GF(2) 

symbols. RS code (255, 223, 33) is a NASA standard code which has 33 Hamming 

distance and can correct up to 16 errors. 

Similarly, several authors [26] [27] [28] [29] have published research works on 

this code. Binary Quadratic Residue (QR) codes are the most effective recognized cyclic 

codes, but it is challenging to decode this code. The block size of the QR code is 

selected according to n=8t ±1, where t is the code's capacity to fix errors. Various 

researchers have recently suggested several decoders [30]-[34]. 

In 1962, Robert G. Gallager suggested the Low-Density Parity Check (LDPC) 

series of codes with some technical limitations and, as a result, these codes have not 

been in operation for 30 years, but later emerge as one of the most effective codes [35]. 

In 1977, V. D. Goppa proposed a startling new development of codes, called Goppa 

Codes. This code is surprising because of its asymptotic dependent minimal distance 

properties. Goppa code is based on algebraic-geometric methods that can measure the 

minimum distances [36]. 

In 1993, Claude Berrou, Alain Glavieux, and Punya Thitimajshima developed 

Turbo codes, which have output quite similar to its channel capacity [37]. David J.C. 

MacKay and Radford M. Neal later in 1996 or later developed LDPC codes, which are 
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also similar to channel efficiency output. Further, in 1997 Madhu Sudan developed an 

algorithm for list decoding [38] with an enormous improvement of linear block codes. 

This algorithm allows for more than one potential code word as performance but does 

not transmit more errors than half the code's minimum size. Rafid Mahmood, [39] 

introduced a new convolution code family with Hamming distance column property. In 

this, distance property specifies further application distance for the error correction 

capability. They attempted to raise this distance by streaming across a link loss network. 

Irina E. Bocharova, [40] developed a low BER and measurement delay low-density 

parity-check (LDPC) convolution codes (LDPC-CC) module. They focused on various 

deployment problems, such as low encoding or decoding difficulty and fast decoding 

time.  

Mengqi Zhou W. Ross, [41] researched convolution and turbo codes and explored 

the concepts of encoding and decoding. They built up an Acquisition of Signal (AOS) 

connectivity simulation model for convolution and turbo code. However, the effects of 

these codes are contrasted with three aspects: bit error rate, frame error rate, and 

efficiency. They evaluated and shown that the Turbo code works better for an SNR 

value than a convolution code. 

Mohamed H. Omar, [42] an author, has developed the Long Term Evolution 

(LTE) device Tail-biting Convolution Code Decoder (TB-CCD). This method used to 

encrypt the channel on two downlink lines. They focused on time sequencing and 

thorough analysis. In 1ms, a maximum of 44 decoding attempts per LTE sub frame 

needed for TB-CCD. In the present study, various facets of the processing time saving 

and architecture for selected TB-CCD design were identified. The decoding strategy for 

reducing storage requirements and decoding delays was suggested by Chris Winstead 

[43]. BER comparisons of LDPC block code and LDPC convolution codes are 

supported, assuming equivalent hardware difficulty and decoding time. They developed 
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a terminated LDPC convolution code for broad frame transmission. Hosseinzadeh et al. 

[44] researched sources and channels coding strategies and lossless compression 

technology needed for the efficient transmission of digital mammography over an 

AWGN wireless platform. They addressed schemes with the lowest bit error rates to 

ensure the effective transference of data over a noisy wireless channel. 

In an eminently implementable program with a linear decoding difficulty in terms 

of block duration, the solution by Berrou was successful. While, the subsequent search 

to understand the theory behind this puzzling results, the coding of Low Density Parity 

Checks (LDPC) originally introduced by Gallager in his PhD thesis [45] has been 

discovered in [46], with comparable features. These are both approaches that have 

become the workhorses of modern communication practices, with debates over one's 

technical advantages over the other largely over shadowed by the desires of companies 

and standardization. The evident and incontestable is that LDPC codes are simpler to 

clarify and interpret and will thus generally dominate over turbo codes. Currently, it is 

well established by both LDPC and turbo codes which are viewed as rare graphical 

codes. As a consequence, they share a variety of features, and design or research process 

that can be used with one will usually be repeated for the other. 

The complexity of turbo and LDPC codes has placed capacity-based output in the 

scope of implementable systems, and it is not inherently realistic to implement them. 

However, the design of code that performs well under realistic restrictions such as a 

short encoding period and a strong spectral quality remains a significant barrier to low 

power distribution in integrated circuits. Hence, the methods to simplify code design, 

creation, storage, and decoder implementation are urgently required. 

Digital video broadcasting adaptation cable, Digital Video Broadcasting - Cable 

(DVB-C), and digital video broadcasting-satellite (DVB-S) began in 1994. These 

systems used the first modulation scheme, which was QPSK, which uses Reed-Solomon 
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FEC and convolution coding as a hybrid error management system. In 1997, the DVB 

format for optical satellite news collection was accepted for coverage purposes. While, 

Broadcast vans were used to relay live satellite signals at big public events, in the 

studios from the outside. DVB DSNG uses 8PSK and 16QAM. However, in the year 

2003, the DVB Project developed DVB-S2, a second-generation satellite broadband 

specification that improved the DVB-S capacity by approximately 30 percent [47]. The 

system was designed as a toolkit that enables the implementation of certain satellite 

applications, such as TV and sound, interactivity (that is, internet access), and 

professional services such as digital satellite news collection. Hence, three concepts 

were developed to this framework that included rational receiver complexity, maximum 

transmission efficiency near to the Shannon threshold, and complete flexibility [48] 

low-density parity codes (LDPC), channel coding technique, as well as QPSK, 8PSK, 

16PSK, and 32PSK modulation schemes.  

Further, the framing structure allows maximum flexibility in a versatile system 

and consistency in worst cases settings (low signal-to-noise ratios). The configuration of 

each user's transmission parameters in single-to-one links is made possible by adaptive 

coding and modulation (ACM), depending on path conditions. However, due to the 

availability of backwards-compatible modes, the new DVB-S integrated receiver – 

decoder can be used during the transition period [47, 49, 50]. In [51], the authors 

analyzed the increase in DVB-S2's spectrum efficiency using the hierarchical 

modulation of QPSK and the 32APSK. Their results show that QPSK modulation 

increased spectrum efficiency by 12% for a poor channel condition, i.e., 2dB SNR, 

while was 7% at 11dB SNR for 32APSK. In [48], the efficiency of LDPC codes for the 

DVB-S2 system was tested with the AWGN and Rayleigh fading channels [52] [53]. 

The low-density parity-check (LDPC), Gallager codes are defined by sparse 

matrices, usually with a random design. Shannon performed such codes by decoded 
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using a probabilistic algorithm. The low-density parity check codes are often used for 

communication across networks for additive (substitution) errors. However, LDPC 

codes can also be expanded through Davey et al. non-binary channel coding sources 

[54]. Besides the codes showed that there was a 0.6 db signal-to-noise increase for a 

given bit error rate. Liveris et al. proposed the use of LDPC protocols for open-source 

coding [52]. They also developed a distributed source code scheme in the log domain 

for binary sources.  

Current LDPC implementations can be regarded as solving the problem of 

capacity for elementary point-to-point networks. In recent years, information analysis 

has progressed on many multi-user networks such as multiple access, streaming, 

transmission, and intervention platforms. The theory has also grown to involve network 

compression and shared source and channel coding, distributed storage, net computing, 

and quantum channels and protocols, outside direct communications.  

 

2.4. M-PSK/M-QAM Modulation  

Modulation is a mechanism in which digital data cannot be directly sent through 

transmission networks as the modulation makes it possible to modify the message signal 

into a form suitable to the characteristics of the channel [55]. 

The modulation is a remarkable technique of transmitting data on the radio 

network, which is essential to all wireless communications [56]. Most wireless 

communications today are digital, and its low bandwidth allows the modulation process 

to be essential than ever. The fundamental aim of modulation is to squeeze as much data 

as possible onto the lowest bandwidth available. However, it is defined as a spectral 

efficiency, which determines how quickly the data can be transmitted within an allotted 

bandwidth.   
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Figure. 2.1 The low-data short-range wireless systems also use three simple optical 

modulation formats: (a) ASK. (b) on and off. (c) FSK. 

 

And the unit is calculated as bits per second per Hz (b / s / Hz). Hence, the 

multiple approaches to achieve and improve spectral performance have arisen. 

However, there are three essential ways to change the amplitude, frequency, and phase 

of a sinusoidal wave radio signal. More specific approaches are combined with 

increasing spectral efficiency by two or more of these combinations. These simple 

modulation types still are used in digital signals today.  

The output waveforms are consistent as shifts arise at carrier zero-crossing points 

in binary configuration. Figure 2.1 shows simple serial digital signals for binary and 

transmitted zeros and associated modulation-based amplitude (AM) and frequency (FM) 

signals. There are also two forms of AM signals, on-off keying (OOK) and ASK 

(Amplitude Shift Keying). In Figure 2.1 (a), the carrier amplitude is adjusted between 

two amplitude stages. Also, the binary signal switches off the carrier and starts to 

generate OOK in Figure 2.1 (b). AM which produces sidebands above and below the 

carrier equivalent to the maximum frequency output of the module. The required 
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bandwidth is, therefore, twice the maximum frequency, including any harmonics for 

binary pulse modulation [56]. 

The FSK transmits the carrier between the two separate frequencies called the 

frequencies mark and space, fm and fs (Figure 2.1 (c)). These changes are referred to as 

FSK phase. Nevertheless, FM creates several sideband frequencies above and below the 

carrier point, as the produced bandwidth is centered on the highest frequency of 

modulation, including harmonics and the modulation index given by equation 2.7 [56]. 

m = Δf*T  (2.7) 

Δf = fs – fm  (2.8) 

Δf is the frequency deviation or shift between the mark and space frequencies, as per 

equation 2.8. T is the bit time interval of the data or the reciprocal of the data rate 

(1/bit/s). Furthermore, there are two approaches to increase spectral performance in both 

ASK and FSK by switching from one binary state to another, choose data rates, carrier 

frequencies and change frequencies. Hence, there is no discontinuity within the 

sinusoidal network as these discontinuities produce the bandwidth and harmonic output 

glitches [56]. 

 

Figure. 2.2 Binary phase-shift keying modulation. 
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The theory is based on the stop and start times of the binary data which should be 

synchronized at zero-crossing points in amplitude or frequency before the sine carrier 

phase. However, it is also called a continuous phase or a consistent operation as all the 

cohesive ASK / OOK and secure FSK have reduced harmonic bandwidth and fewer 

than opposing signals. A second approach is the pre-modulation filtering of binary data 

which also rounds off the signal, by decreasing the intervals of rising and fall, and also 

reducing the harmonic output. Hence, the unique Gaussian and elevated low pass cosine 

filters have been used.  

Binary phase-shift keying (BPSK) shifts the carrier sine wave 180° at each binary 

state transformation (Figure 2.2). BPSK is reliable since phase changes take place at 

zero-crossing points. In conjunction with a sine carrier of the same phase BPSK must be 

demodulated correctly. Thus, it includes carrier recovery and other complex circuits 

[56]. BPSK is very spectrally efficient as the bandwidth data rate, or 1 bit / Hz, can be 

transmitted. Further, a common BPSK variant, which is the quadrature PSK (QPSK), 

the modulator, generates two sine carriers separated by 90 degrees. As, the modulated 

binary data produces four different sine signals in each phase, which are shifted by 45° 

from each other. Then they merge the two phases to create the final signal while every 

single pair of bits produces a different phase carrier. 

 

Figure. 2.3. (a) QPSK constellation diagram, (b) QPSK phases and amplitudes. 
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Figure 2.3 (a) displays the QPSK in a phaser diagram, where a phaser is the 

transmitter's sine amplitude value. The same description is observed in Figure 2.3 (b), 

which reveals in a constellation diagram. The QPSK is spectrally efficient, representing 

two bits of data in each carrier phase. And the spectral efficiency is 2 bits / Hz, 

indicating the data rate can be obtained twice as high a BPSK. 

The maximum possible data rate or channel capacity (C) in bits / s is a feature of 

the channel bandwidth (B) in Hz, and the signal-to-noise ratio (SNR) is given, 

C = B log2 (1 + SNR)   

It is called the Shannon-Hartley Law. The standard data rate is directly 

proportional to the SNR bandwidth. Noise significantly decreases a specific bit error 

rate (BER) in the data stream. 

The important aspect is the baud rate or the number of modulation symbols 

emitted per second. However, the term modulation symbol refers to a distinctive feature 

of a sine carrier signal. It can be a group, intensity, duration, phase. The BPSK uses a 

binary shift from 0° to 0, and a 180 ° to 1. Data rate in bits/s is calculated as the 

reciprocal of the bit time (tb): 

bits/s = 1/tb 

The baud rate is equivalent to the bit rate, with a symbol per line. Nevertheless, 

the propagation of more bits per symbol will slow the baud rate down by a factor 

proportional to the number of bits per symbol. QPSK produces two bits per symbol, 

making it very spectrally efficient. Also, the two current versions are 8-PSK and 16-

PSK, 8-PSK, which utilizes eight symbols of frequent 45° adjustments between them, 

allowing for the transfer of three bits for each symbol, 16-PSK also utilizes the 

constant-width carrier signals of 22.5°, this design conveys 4 bits per symbol [56]. 

While Multiple Phase Shift Keying (M-PSK) is more effective in bandwidth than 
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increasing the amount of smaller phase changes, the easier it is to demodulate the signal 

in the presence of noise. The downside of M-PSK is that it provides more robust 

nonlinear power amplification that can be used with the constant amplitude of a load. 

The development of symbols, which balance amplitude with duration, may help 

endorse the idea of more bits per symbol being transmitted. This approach is called 

quadrature amplitude modulation (QAM) For example, 8QAM uses three-bit 

transmission of symbols with four carrier phases, plus two amplitude stages. Other 

popular versions include 16QAM, 64QAM, and 256QAM, conveying 4, 6, and 8 bits 

per symbol (Figure 2.4) [56] respectively. 

 

 

Figure. 2.4. 16-QAM constellation diagram. 

 

Moreover, QAM is incredibly spectral efficient, in the presence of noise, which is 

mainly random amplitude shifts, it is more difficult to demodulate as the amplification 

of linear power is also necessary. The QAM is commonly used in cable TV, Wi-Fi, 

LAN, mobile and cellular telecommunications networks to achieve the maximum speed 

data rate [56]. 

Wireless communication has become a new area in our modern lives that is 

rapidly growing and has a significant impact on nearly every aspect of our daily lives. 
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Digital modulation aims to improve mobile connectivity by increasing wireless network 

coverage, speed, and capacity. In communication, the idea of modulation is a primary 

factor because, without an appropriate modulation scheme, a planned flow could not be 

achieved. While, in the construction of communications networks, it is essential to take 

note of the bandwidth, the allowable power, and the amount of the system's inherent 

noise. Due to the error-free capability of digital modulation, it is preferred over analog 

modulation techniques. The WiMax utilizes combinations of various modulation 

schemes, including M-PSK, M-QAM, and offers high bandwidth, multimedia, and data 

services [56].                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             

To meet the increased demand for quality services, the latest generation of 

wireless communications systems needs a higher data transmission rate [57]. Scientists 

and engineers have also faced the difficulty of communicating effectively over a great 

distance. While the change to analog and digital modulation offers increased 

information capacity, improved network synchronization protection for digital data 

services, better transmission efficiency, and a quicker device uptime [58]. Due to the 

modern communication network that is more consistent than an analog method [59], 

however, a significant transition from analog to digital technology has occurred during 

the past decades and can be seen in all technology fields. In addition, data protection, 

sharing of the RF spectrum and higher quality communication capacity to provide 

additional services are supported by digital modulation [60-62]. The digital modulation 

is preferred over analog modulation due to digital modulation, while the requirement 

over wireless audio, video, and data on cell telecommunications network or the internet 

network defined as third-generation cell communication presents a crucial problem with 

bandwidth such that current modulation schemes need to be changed to accommodate a 

new bandwidth performance implies whether capabilities are used for the available 

bandwidth or the ability of a modulation scheme to take data into account within a 
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limited bandwidth [63-64]. Digital modulation provides significant advantages over 

analog modulation due to the distinct propagation condition. The analog signal may be 

clearly sensed in a noise detector, which means an infinite number of values. 

An analog signal is modulated with binary code in the optical modulation 

techniques in which, the optical modulator interface between the transmitter and the 

screen. The optical modulation can be primarily graded based on its compaction 

bandwidth capabilities. While, the key requirements for the right method of modulation 

depend on the signal to noise ratio (SNR), power supply performance, usable 

bandwidth, better service quality, bit error rate (BER), and usability. Every modulation 

method’s efficiency is determined by calculating the likelihood of error on the basis that 

the device operates on the additive White Gaussian Noise [65]. However, the 

modulation schemes that are capable of distributing extra bits per signals are an external 

immune error caused by channel noise and interruption [66]. Hence, the delay distortion 

may be a significant element in deciding the modulation process for digital radio [67]. 

The pulsed PSK, ASK and FSK form an integral technique of digital modulation 

with the Nyquist pulse type [68-70]. However, the approaches are often possible by 

combining two or more digital modulation techniques with or without the inclusion of 

pulse formation in the database. Further, the modulation may be built to hybrid and suit 

the signal types and their implementations. Implementing ASK is easy, but it is limited 

to having low power and a low data transmission rate. And the PSK modulation has a 

normal transformation step from symbol to symbol, but non-continuously. However, the 

PSK modulation methods derive from DPSK, QPSK, and MSK. Hence, the type of M-

array modulation scheme [71] is Binary Phase Shift Keying, Quadrature Phase Shift 

Keying, 8-PSK, and 16-PSK. The modulation methods BPSK, QPSK, 16-QAM have 

been tested for the accuracy of their BER values [72]. While the methods of power 
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efficiency, including Binary Phase Shift Keying or Quadrature Phase Shift Keying, are 

used to boost channel output requirements, 16-QAM or 64-QAM [73]. 

Furthermore, the efficiency assessment of a WiMax device under various 

configurations including Binary Phase Shift Keying, Quadrature Phase Shift Keying, 4-

QAM, 16-QAM, and different communication channels and discolouration makes for 

additive White Gaussian noise results [74] [75]. Hence, the efficiency of several channel 

modulation schemes is studied in order to make White Gaussian Noise additive results 

[76]. 

The MSK, ASK, PSK, DPSK design, and demodulation devices were proved to 

be cost-effective, as the QAM methods are used exclusively in modems for digital 

television, digital microwave radios, set-top boxes, and broadband [76]. In mobile 

communication, QAM demonstrated its highest results with the maximum spectral 

output over QPSK and MSK [77-84]. 

The sensor nodes, tiny cubicles, usually have minimal battery power. In certain 

situations, the battery shift is just too expensive, causing energy consumption, if node 

concurrently transmits all unprocessed measurements obtained from sensors to a sinking 

node. At the same location, the sensor measurements of adjacent nodes are strongly 

correlated, so it is important to lower the data until communication systems are accurate. 

Network sensor nodes are responsible for four main tasks: data collection, data 

transmission & receiving, and data processing in-network. Hence, managing their 

resources to maximize their existence and efficiency, including memory manage, 

processor capacity, and most significant energy. In addition to the accumulation of 

energy, the enhancement of sensor life by energy usage in the network has been one of 

the key challenges of the use of underground contact in realistic applications. To 

mitigate energy usage as much as possible, the energy usage Econ of the underground 

communications physical layer can be indicated, as seen in equation 2.9[85]. 
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Econ = ((Esend/ σ ) + Eamp + QCS+QCA)*Qall  (2.9) 

Where, Esend refers to the transmitted capacity, which is described by the signal-to-

noise ratio σ and by the particular error rate (Eaccept/2BN0), Eaccept refers here to the 

received power, B to the signal bandwidth, N0 to the additive white Gaussian noise's 

spectral power density. There are various coding methods for the relationship between 

the signal-to-noise ratio and the bit error rate. The Esend = Q ((4σ) * 1/2) can be used to 

denote the relation between the frame error and the signal-to-noise limit, among which 

σ refers to the amplification efficiency of the receiving signal amplifier, Q specifies the 

phase number in QAM, Eamp refers to power amplifier usage, Eamp = Esend refers to 

power consumption of the circuit at the transmission end,   implies that the energy usage 

is equal to the data size, i.e., the bits. The problem of transmitting higher data (bits) to 

the digital communication system thus immediately improves the capacity of 

transmission. The present innovation focuses on rising transmission power when 

transferring the bits in a communication network. QCS refers to the circuit electricity 

used by the circuit on the transmitting end, QCA means the circuit power consumption at 

the receiving end while the data is being transmitted, and Qall refers to the time 

necessary for data transmission to be completed, the completion of data transmission, 

which is the time needed for each date to be transmitted.  

The M-FSK and M-PSK signals reliably envelope [86] (i.e., the carrier amplitude 

stays constant). The only distinction is that the symbol mapping for QAM produces 

non-constant amplitudes of the symbols. For both M-ary modulation schemes, bit error 

rate efficiency may be increased at the cost of improvement in signal-to-noise ratios per 

Eb / N0 line. M-ary modulation schemes may, therefore, compared to the necessary Eb / 

N0 to achieve a specific bit error rate. However, it is essential to include the evaluation 

of modulation schemes that affect the modulation efficiency (δ), transmission bit rate 
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(αb), and bandwidth requirement (B). Hence, the bandwidth efficiency ω is specified, 

which is an essential measure to connect αb in bits per second to the channel bandwidth 

requirement B in Hz. Further, the M-ASK signaling scheme may use one sideband 

communication, the channel bandwidth needed is therefore about one-half the symbolic 

limit given by equation 2.10 [86], 

  
  

 
 

  

    
 

  

            
                          (2.10) 

For the M-PSK signaling scheme, since double-sideband transmission is employed, the 

required channel bandwidth is equal to the symbol rate equated by equation 2.11. 
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QAM modulation employs double-sideband transmission, and the transmitted 

signal consists of two independent orthogonal quadrature carriers, its transmission rate 

is therefore twice that of ASK as given by equation 2.12 

                 
  

 
 

  

    
 

  

            
                                                       

In the orthogonal MFSK signaling scheme, there are δ orthogonal carriers with a 

minimum frequency separation of 1/2Ts, where an orthogonal signal carries log2 δ bits 

of information given by equation 2.13.  

  
  
 
 

  
     

 
  

     
 

  
             

 
      

 
              

Bandwidth efficiency ω  is an increasing function of δ for M-ASK, M-PSK, and 

QAM modulation schemes (i.e., for a fixed bit rate αb, when δ increases, channel 

bandwidth B decreases logarithmically). Also, QAM and MPSK are commonly used in 

wireless telecommunications networks that use high-speed voice band modems and for 
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the delivery of mobile multimedia communication on digital cellular wireless channels 

[86]. 

In terms of the signal space, it is often helpful to evaluate δ–ary (δ=M) modulation 

schemes. The dimensionality of the signal space stays unchanged as further signals for 

M-ASK, M-PSK, and QAM. In other words, as the number of signal points is increased, 

the signal points are packed closer together, resulting in a reduction of the symbol error 

rate, while the necessary bandwidth remains relatively constant, irrespective of the value 

of δ. With the number of signals increased in M-ASK, M-PSK, and QAM, bandwidth 

efficiency, and the bit error rate performance can be increased. Although M-PSK and 

QAM have similar bandwidth efficiencies, the average bit error rate for QAM is better 

than for M-PSK for a given peak transmitted capacity (i.e., QAM has a better power 

output than M-PSK). However, increasing the efficiency of the channel, which is linear, 

and the transmitting amplifier can be worked in a linear region. The M-FSK is an 

improvement in δ, resulting in a significant rise in dimensionality and, in turn, in 

modem complexity. If more signals are applied to the dimensionality, the signal points 

do not have to be crowded closely together [86]. 

Modulation is a silent requirement for all pass band channels, including all 

wireless communication systems. The primary motivation for the widely-used M-ary 

modulation schemes, such as MPSK, is bandwidth conservation, but at the expense of 

an increase in transmits power and/or increases in bit error rate. On the other hand, M-

QAM, with its significant expansion of bandwidth, allows a reduction in transmit power 

and/or a decrease in bit error rate. 

 

2.5. Multiple Input and Multiple Output (MIMO) 

MIMO solutions have been one of the most popular in recent years to ensure a 

high data rate approach and more reliable wireless communication networks. While, 
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several antennas are mounted on both the source (transmitter) and the target (receiver), 

by increasing the number of transmissions and receiver antennas, the efficiency of the 

MIMO network increased linearly. Further, the multiplexing gain (data throughput), the 

increase in complexity, as well as the coding gain (link reliability) of MIMO systems 

are generally higher than that of traditional single input single output systems (SISO) 

[87]. 

MIMO wireless technology can increase the efficiency of a given channel 

considerably while keeping with the principle of Shannon's. However, by changing the 

number of antennas received and broadcast, the channel efficiency can be linearly 

increased for each pair of antennas connected to the network. In recent years, MIMO 

wireless technology has become one of the most popular wireless techniques. As 

spectral bandwidth becomes an asset for radio communication systems, strategies are 

needed for more efficient use of the usable bandwidth. One such technique is wireless 

MIMO technology [87-89]. 

Multi-user MIMO (MU-MIMO) systems have received impressive popularity in 

recent times, primarily due to their potential to improve the efficiency and reliability of 

wireless data transfer. For MU-MIMO, the Base Station (BS) is wired to various 

antennas and also wired to multiple Mobile Stations (MS). In turn, each of these MS is 

fixed for multiple antennas. In a one-time resource initiative, multi-user diversity in the 

field of space is distributed to multiple users, which leads to substantial increases 

compared to Single-user MIMO (SU-MIMO), especially in space-related channels [90]. 

Transmitter and receiver antennas have been designed to increase the potential for 

signal transmission and reception. The use of multiple elements in antennas to form 

beams and direct nulls at a given point has a significant positive impact over decades in 

the received power and signal to noise ratio (SNR) for maximum signal transmission 

and reception. However, since modulation of the antenna components can be achieved 
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at both base station and unit terminal, this gives rise to an important method of using 

multiple antennas for sending and receiving signals with an increased ability to channel 

capacity from space. It is called the multiple-input and multiple-output (MIMO) 

principle [91]. 

The increasing demand for data transmission through wireless channelled through 

multiple input multiple output (MIMO) technology being developed. The further use of 

several antennas on each end of a wireless network makes it possible to access several 

spatial data pipes within the frequency operating range between the transmitter and the 

receiver with no extra power expenditures, leading to a spectral efficiency significantly 

improved, known as space multiplexing gain. The pioneering work of Foschini and 

Gans [92] and Telatar [93] has well illustrated the potential of MIMO Technology of 

delivering high information rates without additional spectral requirements. Further, 

Rayleigh fading has a substantially large amount of literature regarding only non-line-

of-sight (NLOS) elements. However, Line-Of-Sight (LOS) components are best 

represented by the Rician fading distribution, between the transmitter and the receiver. 

In [94], after the dissemination of Rician, the author explores the limitations on the 

efficiency of the MIMO communication system. In [95], when the fading coefficients 

are equal, but not the same, as the approach implemented an exact expression for the 

MIMO Rician fading channels average rate of Mutual Information (MI). 

The research [96] indicates that the presence of large LOS components contributes 

to channel sparsity, thereby reducing the number of Degrees of Freedom (DoF). The 

presence of NLOS components decreases the correlation between the signals, thus 

increasing the channel matrix range [97] [98]. The author analyzes the ergodic 

capabilities of MIMO channels with mean grade 1 matrix. The upper and lower limits 

were set on ergodic capacity. However, the upper limits on the ergodic capacity of the 
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Rician fading system are obtained from the arbitrary Signal to Noise ratio (SNR) and 

matrix ranking [99]. 

M. Surendar, P. Muthuchidambaranathan [100], demonstrated that conventional 

detection of MIMOs such as zero force (ZF) and minimum mean square error (MMSE) 

is seen to have a substantial output loss, thereby exponentially raising the difficulty of 

maximum likelihood (ML) detection. The decoding algorithm for the system using 

STBC is also proposed, and the complexity is further minimized. It is also seen that the 

diversity order ranges according to the number of antennas broadcast are received. 

However, simulation tests indicate that NCP-OFDM systems with multiple antennas do 

better than standard SISO systems. This also highlighted the benefit of adding STBC to 

the MIMO system and its contribution to the rise in diversity. 

Yang Zhang et al. [101], proposed multi-user MIMO Systems interference 

alignment. Point-to-point MIMO systems the imperfect channel state information (CSI) 

only causes the SNR capacity versus SNR curve. However, the precision of the CSI 

decreases the cure slope, that is, Degree of freedom (DoF), in the MIMO systems with 

multiple users. Hence, the efficiency of feedback can be enhanced by means of channel 

properties such as temporal correlation, spatial correlation, and heterogeneous loss of 

path. Feedback systems must be specifically configured to match the system 

performance with overhead feedback. Hence, Interference synchronization (IA) has 

been widely studied as an emerging technique to reach the optimum degree of Freedom 

(DoF) in wireless multi-user communication systems. 

Frederick W Vook, Amitava Ghosh, Timothy A. Thomas [102], suggests multi-

antenna innovations such as beam shaping, MIMO, which are expected to play a crucial 

role in '5G' networks in 2020 and beyond. Further, a class of 5G systems, which is 

expected to be installed in both cm-waves (3-30 GHz) and waves (30-300 GHz), has 

prompted a rethink of the design and the performance of the existing multi-antenna 
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techniques to determine which framework is preferred for MIMO technology in 5G 

systems. The main design problems surrounding the introduction of MIMO 

communication capacity for 5G networks are addressed. 

Kassim Khalil et al. [103] suggested the Indoor Power-Line Communication 

MIMO Random Channel Generator. MIMO technology has already been used in power 

line communication (PLC) used to build and test digital connectivity algorithms. The 

detailed definition of MIMO channels for PLC network topologies is of great 

significance and importance. However, the enormous complexity of PLC networks 

makes the task very difficult. Hence, a random channel generator has been presented in 

the literature for a single-input single-output (SISO) system in this respect. 

L. Yang et al. [104], suggested a spectrum sharing capability study of a spatial 

multiplexant MIMO network. It is a MIMO spectrum sharing (SS) system running in a 

Rayleigh fading environment. Initially, the capacity of a single-user SS spatial 

multiplexing system is investigated in two scenarios, assuming separate receivers. Some 

estimated expressions of capacity for two scenarios that obtained to display the capacity 

scaling law of SS MIMO systems specifically. Further, they extend the study under 

spatially independent scheduling to multiple user programs of zero-forcing receivers 

(ZF) and evaluate the sum-rate. It also provides an asymptotic sum-rate analysis to 

analyse the impact of various parameters on the gain in diversity from multi-users. 

Lu Theyi, Zhong Zheng, Jukka Corander, and Giorgio Taricco, [105] have 

suggested a useful model for pico-cellular MIMO networks for the exit capacity of 

orthogonal Space-time Codes over multi-cluster scattering MIMO channels. The space-

time coded communication is a channel where the effective channel corresponds to a set 

of complex Gaussian matrices. An exact, closed-form approximation to the channel 

outage capability is obtained using orthogonal space-time block codes. 
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X Gu, X-H Peng & G C Zhang [106], presented MIMO systems for wireless 

broadband communications. The advantage of broadband wireless access (BWA) and 

connectivity raises critical obstacles for the future environment of telecommunications. 

Whereas, MIMO is a potential technology that can be used to improve system 

performance for broadband wireless network coverage, capacity and data rate. However, 

certain findings of studies interest to both current and future systems, yet such benefits 

can potentially be accomplished with a MIMO system is unclear. The basic issues 

related to capacity building and efficiency limitations need to be dealt with before 

operators are able to deploy MIMO systems on their networks. 

Mohammad Rakibul Islam et al. [107], proposed the energy-efficient cluster-to-

cluster transmission over the wireless sensor network on the MIMO connectivity 

cooperative. However, the reasons for energy-efficient WSN are the energy-efficient 

data transfer. The cooperative MIMO explores wireless communication schemes 

between multiple sensors highlighting the structure of MIMO. In WSN, an energy-

efficient cooperative technique is proposed in which selected numbers of sensors are 

used at the transmitting end to form a wirelessly connected MIMO structure with a 

selected number of sensors at the receiving end. The selection of nodes in the 

transmitting end is based on a selection method, which is a mixture of channel state, 

residual capacity, inter-sensor distance in a cluster, and geographic position. Hence the 

selection on the receiving side is performed on the basis of channel state. And the data is 

sent to a data-gathering node (DGN) utilizing a multi-hop transfer by the sensors in a 

cluster. 

Fengbiao Zan [108] introduced a wireless sensor network in the energy-saving 

virtual MIMO transmission scheme. Vijaykumar. V. R. et al. [109] used compressive 

sensing to present an effective image delivery through MIMO channels. An image of 

both source coding, and channel coding techniques are employed. While the image is 
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source coded using the Compressive Sensing (CS) algorithm that transforms the input 

image to numerical results, such numerical data are then coded as space-time block and 

can be concurrently distributed over the four antennas. Then the unequal power 

allocation scheme is implemented over such data streams where each transmitting 

antenna gets a different amount of power based on the data that it transmits. 

Furthermore, Yi Gai et al. [110] suggested MIMO co-operative energy 

conservation with data aggregation in wireless sensor networks. An energy model is 

developed for wireless sensor networks based on the mutual MIMO method, 

considering both the energy transfer and data aggregation. As, the model contrasts 

contain two mutual WSN systems, namely the MIMO approach and the SISO solution. 

Further, the total energy consumption in the systems is seen to be related not only to the 

spectrum of propagation but also to the connection between the raw sensor data, which 

can be solved as a nonlinear programming problem. Also, a critical value is evaluated 

over which MIMO solution outperforms the SISO solution. 

Songfu Cai et al. [111] proposed MIMO pre-coding with energy harvest sensors 

for networked control systems. At the sensor, they concentrate on energy harvesting and 

MIMO pre-coding architecture to balance the fragile MIMO complex plant subject to 

the sensor's energy availability restriction. However, the proposed closed-form dynamic 

energy harvesting and dynamic MIMO pre-coding solution has an event-driven control 

system, using the Lyapunov optimization method. The MIMO pre-coding solution has 

its own value water-filling structure, where the water level depends on the covariance of 

the state estimate, the energy queue, the state of the channel, and the depth of the sea 

bed depends on the covariance of the state estimation. 

L. Gortschacher et al. [112] implemented SIMO UHF RFID reader for tag 

localization in a selected area by means of sensor fusion. Here the channel-based 

approach of deploying RFID readers is used to achieve efficient, customizable UHF 
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RFID systems in any chosen setting in a favourable manner. Hongli Xu et al. [113] 

proposed a virtual MIMO joint and wireless sensor network data set, reveal Virtual 

multi-input multi-output vMIMO technology which allows for spatial flexibility by 

requiring external antennas in wireless networks and decreases power consumption by 

operating with multiple nodes. As data collection is one of the most critical activities in 

many sensor network systems, energy-efficient data collection is provided by vMIMO 

in wireless sensor networks.  

Mojtaba Radmard et al. [114] proposed the fusion of data in a coherent passive 

position based on the MIMO DVB-T. It is expected that a successful combination of 

MIMO and PCL (passive coherent location) ideas would boost the efficiency of 

localization schemes. The authors further suggest a scheme that efficiently tackles the 

association issue. Here an interaction methodology has been suggested based on 

concepts inspired by multi-sensor-multi-object monitoring to solve this problem in an 

effective way. 

Further, for the fifth-generation technology (5G), there is a need for evolution in 

MIMO. The new field of work currently underway for this 5G system is named massive 

MIMO. Simply put as the technology which will supply base stations with a vast 

number of antennas (hundreds or even thousands) compared to traditional MIMO [115, 

116, 117]. The MIMO may also be referred to as very large MIMO, ARGOS, full 

MIMO or hyper MIMO [116, 118] so as to exploit the spatial diversity. 

In addition, 5G networks are intended to support a very complex system of large 

numbers of machine-to-machine and machine-to-person contact devices [119]. 

Therefore, the spectrum of frequencies for large MIMO is required to vary from 

centimeter/millimeter, from 6 GHz to around 100 GHz, to help these ever searching 

consumers of data. The traffic is likely to go up tremendously. However, one billion 

new mobile subscribers planned to reach the current 3.6 billion and make it 4.6 billion 
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by 2020, and to cope with this growth, and massive MIMO may be a needed to offer 

data rates of up to 100 Mbit / s and data peaks of about 10 Gbit / s [120]. 

 

2.6. Objectives 

The literature review and objectives of the research work. A literature review on the 

study of source coding technique, LDPC channel coding technique for robust forward 

error corrections, State of the Art modulation schemes i.e., PSK/M-QAM, with MIMO 

channel is extensively performed for the data communication system. Thereafter in 

view of the above, the significance of the present study to develop a PCA base source 

coding for data reduction using a MIMO system having application in a modern 

communication system has been presented. The objectives of this thesis are as follows:  

1. To model the source coding technique for the sensor level signals to fused data and 

transmit over the data communication system. 

2. To study the performance of the source coding technique using the MIMO 

channels. 

3. To test the channel coding LDPC forward error corrections algorithm for the above 

data communication system over AWGN channels. 

4. To explore the above data communication system for Network on Chip (NoC) 

application. 
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3.1. Introduction 

Over the limited bandwidth in most of the cases, the data in real-time cannot be 

sent. However, the repeated transmitting of these raw data creates a major loss of data 

due to the contention and congestion of the channel. Therefore, the sensor signal data 

should be able to reduce or compress before transmission autonomously. Hence the 

present study model the source coding for data reduction over MIMO channel, as shown 

in Figure 3.1. 

Also, to enhance the quality of the sensor node monitoring and performance, the 

quantity of data transmitted must be reduced by predicting future data behaviour, 

detecting and classifying important events locally within the sensor node, and 

transmitting only essential data. By way of Principle Component Analysis (PCA), the 

present study proposes to reduce the amount of data transmitted between sensor nodes 

and end-users. 

In continuous monitoring of the most slow-speed data transition, the process 

results in a high amount of spatial or time redundancies and is consequently a waste of 

limited energy in communication between sensor nodes and end users. In theory, the 

increase in network life is proportionate to the decrease in the number of data packets 

sent. According to this theory, the reduction of data has become one of the most 

sophisticated methods of reducing data transmission [1–4]. An alternate solution to data 

reduction is the use of compressing techniques [5] [6] that minimize the amount of data 

transmitted as data size is limited. In general, data compression schemes can be divided 

into two categories, lossless and lossy compression. While in lossless compression of 

data involves the complete reconstruction of the original data from the compressed data. 

Moreover, the data compression allows specific characteristics of the original data 

to be lost after decompression. The WSN with a high resource limitation, lossless 

algorithms are typically not required, due to the improved data recovery performance. 
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Further, the lossy compression reduces the amount of data to be transmitted through the 

WSN. Besides for loss compression, the compression amount and original reconstructed 

data are the essential parameters for determining the quality of compression algorithms. 

Compressing original data using the Principal Component Analysis (PCA) approach has 

proven to achieve satisfactory results. 

Data Reduction (DR) is a method that can increase storage capacity and reduce 

cost through pre-processing of data mining. While DR aims at eliminating redundant 

data during transmission, throughout this effect, specific data management techniques 

are applied according to the WSN situation. However, there are three main groups of 

data reducing techniques that is, the network processing approaches, data compression 

approaches and data prediction approaches. Further, the data obtained by sensor nodes 

is first coded in data compression techniques [7] using other coding algorithms before 

being sent to the storage resource. While the cycle is reversed on the sink, the decoding 

is applied to retrieve the original sensor node data. However, the computational costs of 

coding algorithms are especially high in energy-restricted sensor nodes. 

The use of PCA for WSN data processing is not recent and was adopted by 

Bontempi and Le [8] for mining sensor data. Seo et al. [9] performed a preliminary 

comparative analysis on multivariate stream data reduction for WSN, based on 

wavelets, filtering, hierarchical clustering, and Singular Value Decomposition (SVD) 

techniques. Results revealed that the strategies introduced differed in terms of efficiency 

and relative error ratio. Since the study was exploratory, no details were provided on the 

techniques. 

The evolution of compression, measure in different parameter like Compression 

ratio (CR), peak signal to noise ratio (PSNR), and mean square error (MSE). CR 

determines the level of compression achieved to calculate the efficiency of the PCA 

technique. 
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Another important problem in data compression is to establish the original input 

data, recover or reconstruct. Therefore the noise or distortion in the compression process 

was introduced. The CR is increased, and then usually the quality of resulting data is 

decreased. So, a parameter noise or distortion degree, the measure is introduced in peak 

signal to noise ratio (PSNR). The PSNR and RMSE are used for measuring the signal 

data quality of reconstructed data after PCA compression. Furthermore, Le Borgne et al. 

[8], worked on distributed PCA model for data reduction, where the key components 

were in a distributed manner. The power iteration method by Z. Bai et al. [10] model 

has been used to quantify key components that have a high measurement rate iteratively. 

There is a common restriction to current works such as [11], [12], [13] which are 

built to tackle one data stream variable, hence they are known as univariate data 

reduction models. While PCA is used in these models on the basis that different nodes 

obtain different readings for the same component at the same time. Many stream data 

variables (i.e., temperature, humidity, light, and voltage) can be used to customize the 

model, instead of one (i.e., temperature) variable. 

Fenxiong et al. [13] suggested a multi-level PCA data reduction model in each 

layer of the clustered WSN system. Carvalho et al. [14] revealed the multivariate 

sensing results used to improve prediction precision for WSN data reduction. A multiple 

linear regression method, which produced high computational complexity and 

communication costs, has been adopted in this model. Furthermore, dependence on 

variable like time to forecast certain variables contributed to poor approximation 

accuracy. A multivariate approach for air quality control applications has been 

introduced by Silva et al. [15]. However, the detailed design of the network and 

reduction models is not elaborated.  

The present work, obtain compressed signal data from input signal data using the 

PCA data reduction technique in a general data communication system. Also, the 
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present proposed system has been fixed for higher sensor data transfer and recovery of 

the original data on the receiver side. In this proposed model, mostly condensed input 

sensor data is reduced using PCA, and then transmitter and receiver using PSK, QAM 

modulation, the channel coding used here are MIMO with AWGN. Figure 3.1 shows 

PCA based data reduction communication system.  

 

 

Figure. 3.1 Proposed PCA data reduction for digital data communication systems. 

 

The principal component analysis (PCA) is a conventional data analysis source 

coding technique. It may also be used to reduce higher-dimensional data sets to lower-

dimensional data for processing, simulation, pattern extraction, compression of data. 

The most important of these is to eliminate mean-square data, and then to locate 

mutually orthogonal directions in data that have large variances, and to compare the 

data with orthogonal transformations. The following steps are PCA data reduction or 

compression process. 
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Step 1: Get some data 

To quantify the collection of data (H), calculate the mean of the data, for instance.  

    
   
   

 
     (3.1) 

  - Indicates the mean of the set. 

 

Step 2: Subtract the mean (Data adjust) 

To ensure that PCA works properly, subtract the mean from each from the data 

dimensions. The mean subtracted is the average for each dimension. Therefore, all the 

averages (the sum of all the data points) have been subtracted. This produces a data set 

with a mean of zero. Here, the standard deviation (S.D.) or variance correction is a data 

set, which is a function of how the data is spread out. The way to do it is to measure the 

distance squares from each data point to the set mean, sum them all together, divide by, 

and take the square root positively. As shown in the equation3.2. 

     
        

  
   

     
                       (3.2) 

Step 3: Calculate the covariance matrix 

In this covariance matrix, the non-diagonal elements are positive, and it should be 

expected that both the variable will grow together. Variance is yet another indicator of 

data distribution in a data set. Also, the standard deviation is almost identical, hence 

displayed in equation 3.3. 

    
        

  
   

     
           (3.3) 

The formula for covariance is very similar to the formula for variance. The formula for 

variance could also be written, as shown in Equation 3.4. 
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                       (3.4) 

Where expanding the square term to show both parts as shown in Equation 3.5 for 

covariance: 

          
               
 
   

     
               (3.5) 

 

Step 4: Calculate the eigenvectors and eigenvalues of the covariance matrix 

The matrix of covariance is square, which determines that, the matrix its 

eigenvectors and eigenvalues. It is important to note that the individual vectors are unit 

eigenvectors, are of the same lengths. It is also significant for PCA which can also 

express whether the pattern of the data is very strong. However, the variables simply 

increase together as expected from the covariance matrix. Data is perpendicular to each 

other. The eigenvector tells how such sets of data are connected along the axis. And the 

second eigenvector offers the other, less significant, pattern in the results. So, by this 

process of taking the eigenvectors of the covariance matrix, it has been able to extract 

the lines that characterize the data. The rest of the steps involve transforming the data 

that it is expressed in terms of lines. 

 

Step 5: Choosing components and forming a feature vector 

This is where the concept of reduction of the data and reduced dimensionality 

comes in. From the previous part, it is found that the eigenvectors and eigenvalues are 

of different values. Also, it turns out that the data set equation 3.6 is the 

principle component of the eigenvector with the highest eigenvalue. 

Feature vector (V) = (eig1, eig2, eig3…..eign)  (3.6) 
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The eigenvector with an eigenvalue is the one that points to the center of the data, 

and it is the most significant interaction between the dimensions of data which is usually 

75% to 80 % of the total contribution. The said criteria are used to select the 

eigenvector to separate them from the list of eigenvector, and constructing a matrix in 

the columns of the eigenvector. 

 

Step 6: Deriving the PCA data reduction  

This is the final step in PCA data reduction and is, therefore, the easiest step. 

After choosing the components required to retain and to form a feature vector, it is 

necessary to simply transpose the vector and replicate it to the left of the original data 

set as given in equation 3.7. 

S = V
T
 x D                          (3.7) 

Final data is the S set, with data items in columns, and dimensions along rows. 

This is a format of reduced data or compression. 

 

3.1.1. Regression of original Data  

To obtaining the original data regression to retrieve the original data, it requires 

all the eigenvectors during our transformation i.e., the regression of the original data 

process shown in Figure 3.1. Note that the final transform is equation 3.7, i.e., S = V
T
 x 

D, which can be turned around to get the original data back as in equation 3.8.  

D = V x S   (3.8) 

Where transpose of the feature vector is the inverse of feature vector. However, it turns 

out that the inverse of the feature vector is equal to the transpose of the feature vector. 

Hence it is true only because the matrix elements are all the unit vectors of the present 

data set. Therefore, it enables the return of our data as the equation is Equation 3.8. 

D = V x S   
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 But, to get the actual original data back, it is necessary to add on the mean of that 

original data (the data was subtracted right at the start). So, for completeness, equation 

3.9 and 3.10 is given here.  

Original recovered data (R) = D +        (3.9) 

R = (V x S) +                       (3.10) 

 

This formula also applies, if all the vectors in the function variable are not in 

place. And when certain vectors are selected, the equation above always allows the 

correct transform. Further, the PCA data reduction or compression process is shown in 

Figure.3.2 in term of flowchart format. 

 

Figure.3.2. Flowchart for the PCA data reduction algorithm. 

3.2. Experiments and Results 

The present research evaluates system accuracy using the RMSE and BER 

varying SNR over the AWGN channel. The analysis is divided into different scenarios 

according to the number of signals transmitted to make an ensemble, different 
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modulation techniques, fading effects, and MIMO (1x1, 2x2, 3x3, and 4x4) channels. 

Table 3.1 is shown Different scenarios of PCA based communication system. 

The root-mean-square error (RMSE) as expressed earlier, is used frequently to 

measure the differences between values predicted by a model or an estimator, and the 

values being observed. The RMSE serves to aggregate the magnitudes of the errors in 

reconstruction for various times into a single measure of predictive power, and it is a 

measure of the accuracy of reconstruction. While RMSE has been calculated by taking 

the square root of M.S.E. equation 3.11, 

 
n

yy
RMSE

n

i ii 


 1

2

  (3.11) 

 Where, iy  is the observed value for the i
th 

observation, and 
iy  is the corresponding 

predicted value. However, it can be positive or negative, as the predicted value is under 

or over estimates the actual value. Squaring the residuals, averaging the squares, and 

taking the square root gives us the RMSE. Further, RMS error is a measure of the 

spread of the iy values about the predicted 
iy value 
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Table 3.1 Different scenarios of PCA based communication system. 

Scenario I

 

RMSE, BER v/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of 

sensor signals over QPSK 

Scenario II 
RMSE, BER v/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of 

sensor signals over QAM 

Scenario III 
RMSE, BER v/s SNR for an ensemble of 20 sets of sensor signals over 

2, 4, 8, 16, 32 QPSK 

Scenario IV 
RMSE, BERv/s SNR for an ensemble of 20 sets of sensor signals over 

2, 4, 8, 16, 32 QAM 

Scenario V 
RMSE, BER v/s SNR for an ensemble of 20 sets of sensor signals over 

QPSK, 4-QAM with Rayleigh fading at 0 to 5e-7 range. 

Scenario VI 

RMSE v/s SNR for an ensemble of 20 sets of sensor signals over QPSK, 

4-QAM with Rayleigh fading at 0, 5e-7 range for 1x1, 2x2, 3x3, 4x4 

MIMO channel. 

 

Scenario I:

 
Here we consider, a wireless sensor network consisting of an ensemble of 10, 20, 

30, 40, and 50 sets of sensor signals for 100 data points to be transmitted over QPSK 

modulation.  

 

Figure. 3.3 RMSE v/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of sensor signals 

over QPSK. 
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The communication channel is modeled over AWGN. Further, the RMSE of 10, 

20, 30, 40, 50 signals ensemble is shown in Figure 3.3, and the BER analysis is shown 

in Figure 3.4. The study shows that the RMSE value is 10
-3 

at the SNR value of 15 dB, 

and below that SNR value, the RMSE increases. While, BER is found to be 10
-3

 at the 

SNR value of 10dB, and BER increases below 10 dB. Here, the lower order ensemble 

shows better RMSE and BER as compared to higher-order ensemble as a greater 

number of data points are not regressed satisfactory as PCA is a lossy compression 

technique.  

 

Figure. 3.4 BERv/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of sensor signals 

over QPSK.  

 

Scenario II: 

Here, a wireless sensor network consisting of an ensemble of 10, 20, 30, 40, and 

50 sets of sensor signals for 100 data points to be transmitted over QAM modulation. 

The communication channel is modeled over AWGN. Whereas the RMSE of 10, 20, 30, 

40, and 50 signals ensemble is shown in figure 3.5 and the BER analysis is shown in 

Figure 3.6. The study shows that the RMSE range is 10
-3

 up to the SNR of 15 dB, and 

below that SNR, the RMSE increases drastically. However, BER is found to be 5x10
-4

at 
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the SNR value of 10dB, and it increases below 10 dB. While the lower order ensemble 

shows better RMSE and BER as compared to higher-order ensemble due to more 

number of data points, that are not regressed satisfactory as PCA is a loss compression 

technique.  

 

 

Figure. 3.5 RMSE v/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of sensor signals 

over 4-QAM. 

 

 

Figure. 3.6 BER v/s SNR for an ensemble of 10, 20, 30, 40, 50 sets of sensor signals 

over 4-QAM. 
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Scenario III: 

A wireless sensor network consisting of an ensemble of 20 sets of sensor signals 

for 100 data points to be transmitted over 2, 4, 8, 16, 32 QPSK modulation. Here, the 

communication channel is modeled for AWGN. Further, the RMSE of 20 signals 

ensemble is shown in Figure 3.7, and the BER analysis is shown in Figure 3.8. 

However, the study shows that the RMSE range is from 3x10
-3

 for 32 PSK at the SNR 

value of 30 dB to 2PSK at the SNR value of 10dB. Whereas, the lower order 

modulation levels show better RMSE and BER as compared to higher-order modulation 

levels at the value of M (M= 2, 4, 8, 16, 32). Hence increase in the value results into 

more number of combined bits, wherein to make a symbol and as these bits are 

packed more closely in the signal constellation, which demands higher SNR for 

transmission. Similar observations are seen with reference to BER values, which state 

that lower-order PSK shows better performance. Hence the BER can be below 0.005 for 

2PSK at 5dB SNR and for 32PSK at 25dB SNR. And, also for 2PSK and other versions 

of PSK for lower SNR, the BER will increase.   

 

Figure. 3.7 RMSE v/s SNR for an ensemble of 20 sets of sensor signals over 2, 4, 8, 16, 

32 QPSK. 
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Figure. 3.8 BER v/s SNR for an ensemble of 20 sets of sensor signals over 2, 4, 8, 16, 

32 QPSK. 

 

Scenario IV: 

Here the sensors network consisting of an ensemble of 20 sets of sensor signals 

for 100 data points to be transmitted over 2, 4, 8, 16, 32 QAM modulation. Also, the 

communication channel is modeled for AWGN. The RMSE of 20 signals ensemble is 

shown in Figure 3.9, and the BER analysis is shown in Figure 3.10. Further, the study 

shows that the RMSE range is from 2x10
-4

 for 32 QAM at the SNR value of 25 dB to 

2QAM at the SNR value of 5dB.  However, it performs better as compared to QPSK 

modulation, as seen in Figure. 3.7 and 3.8. While, the lower order modulation levels 

show better RMSE and BER as compared to higher-order modulation levels due to the 

increase in value of M (M= 2, 4, 8, 16, 32), which results in more number of bits 

which combined to make a symbol, and these bits are packed more closely in the 

signal constellation, which demands higher SNR for transmission. Similar 

observations are seen with reference to BER values, which states that lower order 

QAM shows better performance. This reveals that BER can be below 0.0008 for 2QAM 
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at 5dB SNR value and 32QAM at 20dBSNR value. Also, for 2QAM and other versions 

of PSK for lower SNR, the BER will increase.   

 

 

Figure. 3.9 RMSE v/s SNR for ensemble of 20 sets of sensor signals over 2, 4, 8, 16, 32 

QAM. 

 

 

Figure. 3.10 BER v/s SNR for an ensemble of 20 sets of sensor signals over 2, 4, 8, 16, 

32 QAM. 
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Scenario V: 

Here the sensor networks consisting of an ensemble of 20 set of sensor signals for 

100 data points to be transmitted over QPSK and 4-QAM modulation with Rayleigh 

fading (5e
-7

 delay).  

 

 

Figure. 3.11 RMSE v/s SNR for an ensemble of 20 sets of sensor signals over QPSK, 4-

QAM with Rayleigh fading at 0, 5e-7 delay path. 

 

 

Figure. 3.12 BER v/s SNR for an ensemble of 20 sets of sensor signals over QPSK, 4-

QAM with Rayleigh fading at 0, 5e-7 delay path. 



Chapter.3 Page 17 
 

The communication channel is modeled over AWGN. The RMSE of 20 signals 

ensemble is shown in Figure 3.11 and the BER analysis is shown in Figure 3.12. The 

study shows that the RMSE range is 3x10
-4

 up to the SNR of 30dB SNR value without 

Rayleigh fading and 40dB SNR value with Rayleigh fading. For lower SNR values, 

modulation with Rayleigh fading RMSE increases. However, a similar trend is seen for 

the BER. Here, the BER is 0.001 at the 25dB and 35dB, respectively, without and with 

Rayleigh fading for QAM and QPSK modulation. 

 

Scenario VI: 

Here a sensor network consisting of an ensemble of 20 sets of sensor signals for 

100 data points to be transmitted over QPSK and 4-QAM modulation with Rayleigh 

fading (5e
-7

 delay path Rayleigh fading) over 1x1, 2x2, 3x3 and 4x4 MIMO 

configuration.  

 

 

Figure. 3.13 RMSE v/s SNR for an ensemble of 20 sets of sensor signals over QPSK, 4-

QAM with Rayleigh fading at 0, 5e-7 delay path at channel 1x1, 2x2, 3x3, 4x4 MIMO.  

 



Chapter.3 Page 18 
 

The communication channel is modeled for AWGN, the RMSE of 20 signals 

ensemble is shown in Figure 3.13, and the BER analysis is shown in Figure 3.14. Here, 

the study shows that the RMSE range is 2x10
-4

 up to the SNR of 40dB for 1x1 QPSK 

and 4-QAM, which is identical with the Figure 3.11 and 3.12. As we increase the 

MIMO configuration for higher-order, the system performance improves from 40dB to 

0.0dB for similar RMSE of 2x10
-4

. This reveals that, low power transmission can be 

performed at the higher order of MIMO configuration. Similarly, BER is found to be 10
-

3
at the 35dB SNR value 1x1 QPSK and 4-QAM. Therefore, the BER performance is 

improvised at the higher order of MIMO configuration, supporting lower power 

transmission.    

 

 

Figure. 3.14 BER v/s SNR for an ensemble of 20 sets of sensor signals over QPSK, 4-

QAM with Rayleigh fading at 0, 5e-7 delay path at channel 1x1, 2x2, 3x3, 4x4 MIMO.  

 

3.3. Discussion 

Here, in the data organization, the 1-D sensor data is first formatted to a 2-D 

matrix. However, the use of matrix decomposition is to transform the said data into a 

new space, in which certain feature coefficients can accumulate most of the information. 
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Whereas, certain compression cases have been learnt to use PCA [16]-[17], or a method 

focused on sparsity [18]-[22]. 

Linear Discriminant Analysis (LDA) utilizes the label information in finding an 

informative projection. It is also used to find a linear combination of features which 

characterizes or separates two or more classes of objects or events. LDA seeks to reduce 

dimensionality while preserving as much of the class discriminatory information as 

possible. Therefore LDA is also closely related to Principal Component Analysis (PCA) 

and factor analysis in that both look for linear combinations of variables that best 

explain the data. It explicitly attempts to model the difference between the classes of 

data. PCA, on the other hand, does not take into account any difference in class, and 

factor analysis builds the feature combinations based on differences rather than 

similarities. However, discriminant analysis is also different from factor analysis as it is 

not an interdependent technique. Hence, a distinction between independent variables 

and dependent variables (also called criterion variables) must be made [23]. 

In PCA, the factor analysis builds the feature combinations based on differences 

rather than similarities in LDA. The discriminant analysis as done in LDA is different 

from the factor analysis done in PCA where eigenvalues, eigenvectors and covariance 

matrix are used. PCA tends to outperform LDA in almost all cases and hence PCA can 

be adopted as an effective tool for dimension reduction [23]. That means PCA used for 

feature classification and LDA used for data classification. Secondly the present 

research showed the PCA successfully reconstruct the data after compression or data 

reduction process as show in results with remarkable performance. 

Dwivedi et al. presented the work on the 2 Demixed PCA (DPCA) concepts for 

color image compression. While the approach is checked on several standard images 

and demonstrates, the image quality is higher than traditional PCA-based data 

compression. Other performance measures, such as time compression, are improved. 
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Therefore, a comparative analysis is performed using 2DPCA for data compression [24-

25]. Further, L. Vasa et al. provide an expanded PCA-based dynamical mesh 

compression strategy, while evaluating the total efficiency of a compression algorithm, 

the functions on its scale cannot be underestimated. In this connection, the problem is 

addressed, and the most advanced algorithms such as LPC are provided, and they 

proved this by offering a new approach, which reduces the basis size by 90% with 

regard to direct encoding, which can increase the compression algorithm performance 

by around 25% [26]. 

Furthermore, K.N Abdul, Kader Nihal et al. have researched that an image can be 

reconstructed with different data compression techniques, i.e., multiple redundancies. 

Lossless and Lossy, are the compression method which can be improved by using PCA 

in two separate ways, through the mathematical and the PCA Neural approach. 

Generally, the PCA is used for data reduction and interpretation [27]. However, 

Maryam Imani et al. found that PCA is one of the most traditional non-controlled 

methods for extracting the most efficient features [28]. 

Sunita S Biswal et al. reveals, PCA for the compression of images with four types 

of PCA algorithms, i.e., 2D-PCA, 3D-PCA, 2D- Kernel PCA, 3DKPCA. The efficiency 

of the reconstructed 3DKPCA image has been found to be higher than other kinds of 

PCA-based compression [29]. Sanjay Kumar et al. researched on PCA, LDA, and ICA 

as methods for the analysis of patterns of different data forms, i.e., images and 

collections of data. Here, these techniques are also useful to classify the object 

according to its extracted pattern [30] [31]. 

The regular PCA operates on 1D vector, which presents a problem of managing 

high dimensional space data such as images, and 2DPCA operates specifically on 

matrices, i.e., in 2DPCA data reduction is applied directly to the original image, without 

converting the image into a 1D. However, 2DPCA function has the advantage in terms 
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of handling higher dimensional vector space data over regular PCA. Moreover, there are 

also several other variants of 2DPCA, which effectively combine the proposed method 

with two 2DPCA-based techniques [32] [33]. From the above discussion, it is concluded 

that PCA is a technique that is used to increase efficiency, while LDA is used as a 

classifier for better image quality. 

In this chapter, the study on data reduction techniques for types of signals having 

different frequencies signals has been carried out. However, similar findings can be 

considered with an appropriate methodology with an emphasis on the PCA algorithm. 

The study also reveals that the PCA is an advantageous computational method with 

almost unlimited potential for future use. Further, it demonstrates the signal extraction 

and data reduction, regression of original signal data capabilities. Furthermore, the study 

reveals that the PCA technique is more efficient than the ICA, LDA technique for 

dimension reduction due to the supervised nature of its algorithm. However, the 

research in the field of PCA is still very active currently, giving hope for further 

improvements of the method and its algorithmic implementations in data 

communication systems [34] [35]. 

The performance for efficiency and reliability has been evaluated for data 

reduction and regression using five ensemble sets consisting of number signals (10, 20, 

30, 40, 50) having signal frequencies ranging from 50-2500Hz, using the RMSE and 

BER by varying the SNR values from -10dB to +40 dB over. 

The data reduction using PCA is studied using five ensemble sets consisting of the 

number of signals (10, 20, 30, 40, 50) for QPSK and QAM (2, 4, 8, 16, 32 constellation) 

modulation. Further, the RMSE and BER studies for various SNR in the AWGN 

channel are performed. This study is carried out for 10 fold iterations to compute the 

average RMSE and BER performance. Also, the performance of the AWGN channel 

with Rayleigh fading for the QPSK and QAM modulation is performed. Further, the 
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studies are extended for the various configuration of MIMO, i.e., 1x1, 2x2, 3x3, 4x4, 

and demonstrated that the data transmission could be performed at very low SNR to 

enhance the capacity of channel. The workflow of the source coding with PCA data 

reduction, having MIMO for the communication system is discussed. 

In conclusion we can say that the PCA dimensionality reduction is applied to the 

sensor level signal data compression, and parameters like BER and RMSE have been 

evaluated. It was also observed that the amount of compression columns used in PCA 

improves the spatial consistency of the signal data. Therefore, PCA compression is 

similar to the most widely used compression technique. The study concludes that PCA 

technique can be used in data reduction for an ensemble of sets of signals for efficient 

data communication over MIMO configurations. It can be noted that the present 

research work is useful for future WSN, IoT, LTE, 5G, 6G wireless communication 

platforms. 
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4.1. Introduction 

In the modern era, wireless communication systems enhance the network capacity 

to support a wide range of data. The present work describes the data reduction 

methodology so as to enhance the channel capacity based on the PCA over MIMO for 

untether communication system. At the same time, the communication system has 

employed M-PSK/M-QAM (M=2, 4, 8, 16, 32) schemes with LDPC channel coding 

method for error correction over AWGN noisy channel. However, the proposed method 

here utilizes the PCA for data reduction, which transmits only the feature vectors, i.e., 

Eigen Vector, for the set of composite data as an ensemble for large numbers of signals 

over time-stamped. The effectiveness of the proposed work is evident through the 

simulation results of the systems incorporating 1x1, 2x2, 3x3, 4x4 MIMO networks. 

Hence, the RMSE analysis is carried out for the PCA regression to verify the signal 

fidelity after regression and the BER for confirmation of the recovery of the data over 

the MIMO channel and LDPC channel coding.  

The present chapter is committed to the study of data at the sensorlevels, using 

composite data transmitted using PCA features vectors employing M-PSK/M-QAM 

(M=2, 4, 8, 16, 32) modulation schemes and LDPC error correction over MIMO 

Channel. 

To present the sensor signal level data fusion of 45 signals originating from 

various sources were selected. These PCA encoded signals are modulated with M-

PSK/M-QAM and transmitted over the MIMO channel. The noisy channel is introduced 

with the help of AWGN noise. The evaluation of the model represents the RMSE 

analysis for the PCA regression of the original composite signals, for verification of the 

signal fidelity. Also, the BER for confirmation of the recovery of the data over the 

MIMO channel over LDPC coding and decoding. 
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There are four types of MIMO communication channel used here having multiple 

antenna systems, i.e., SISO, SIMO, MISO, and MIMO [1, 2]. 

 

4.1.1. SISO 

 

 

 

Figure. 4.1 Single Input Single Output (SISO). 

 

The existing technology shown in Figure 4.1 is Single Input Single Output 

(SISO). Here, the transmitter has one antenna, and the receiver uses no diversity 

technique. Both the receiver and the transmitter have one RF chain (coder and 

modulator). The SISO is relatively easy and affordable to introduce and hence, used 

from several years since the advent of radio technology. It is used in radio and television 

transmissions and personal wireless (e.g. Wi-Fi and Bluetooth) technologies, under 

power constraints and BW restrictions [2]. 

 

4.1.2. SIMO   

 

 

 

 

Figure. 4.2 Single Input Multi Output (SIMO). 

 

Here, one antenna on the transmitter and two antennas on the receiver are used as 

a diversity technique, and the multiple antenna techniques have been developed to 
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improve the performance. A network that uses a single transmitter antenna and many 

antennas are referred in Figure 4.2 as a single input multiple outputs (SIMO). However, 

the receiver is either chosen as the best antenna for stronger signal receiving or combine 

signals from all antennas to maximize SNR. Therefore, known as switched diversity or 

diversity of selection hence, referred to as the maximal ratio combining (MRC) [2]. 

 

4.1.3. MISO 

 

 

 

 

Figure. 4.3 Multi-Input Single Output (MISO). 

 

Figure.4.3 describes the multiple-input single-output (MISO) system in the use of 

multiple antennas in the transmitter and a single antenna in the receiver. Here, Alamouti 

STC technique (Space-Time Coding) is used with two antennas on the transmitter. 

Whereas STC allows the transmitter to transmit signals both in time and space such that 

the information is transmitted two times in a row by two antennas. However, the SIMO 

or MISO antennas are usually placed at base stations (BS) with multiple antennas (each 

with an RF chain). Therefore, all BS subscriber stations (SSs) can share the cost of 

providing either receiving diversity (in SIMO) or transmitting diversity (in MISO) [2]. 

 

4.1.4. MIMO  

In the radio, multiple input and multiple-output, or MIMO, multiply the network 

link capacity by multiple transmissions and receive multi-path antennas. The multiple 

antennas (correspondingly multiple RF chains) are added to both the transmitter and the 
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receiver to increase the radio link throughput. Therefore this system is called Multiple 

Input Output (MIMO) as shown in Figure 4.4. However, a MIMO system with a 

comparable count of antennas in a point-to-point (PTP) communication will linearly 

multiply the network throughput by each additional antenna, both for the transmitter and 

the receiver. For example, a 2x2 MIMO doubles the output. Both the transmitter and the 

receiver are transmitting and diversified by two antennas [2]. 

 

 

 

 

Figure. 4.4 Multi Input Multi Output (MIMO). 

 

The MIMO function is to make wireless communications more reliable and use 

diversely. Diversity is the way to transmit the same data through different networks in 

order to achieve greater reliability. Even when one channel is unusable, the data can still 

be recovered from the redundant transmission via the other channels. Therefore the 

overall efficiency of the communication network is also increased, with redundant 

information being transferred. However, MIMO systems can achieve remarkable 

efficiency and power enhancements by taking advantage of the range of multiple 

channels between transmitting and receiving antennas. 

 

4.1.5. Modeling the data fusion with MIMO system  

There are many ways of data fusion, including the Kalman Filter (KF) with two 

broad approaches in KF fusion methods, i.e., fusion measurement and fusion of state-

vector. Each sensor uses an estimator that calculates the state vector and its 
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corresponding covariance matrices from the sensor data. However, these state vectors 

are further transferred to the fusion centre via a data link. Vector fusion procedures use 

a group of Kalman filters to extract individual sensor-based status assessments that are 

fused into an enhanced joint status measurement. For any set of measurements, the KF 

is the algorithm used for each sensor (data) independently and produces state estimates. 

In most cases, it is not possible to give the data in a one-hop real-time because of 

the limited bandwidth. Therefore the frequent transmission of these raw data results in a 

significant loss of data due to containment and congestion of channels. Hence the sensor 

nodes should be able to reduce data before transmission autonomously. Thus, suggested 

and modeled the Data Fusion over MIMO Sensor as shown in Figure. 4.5. 

 

 

Figure. 4.5 Block diagram of source coding and data Fusion over MIMO. 

 

Furthermore, the quantity of data transmitted must be minimized to enhance the 

monitoring quality and increase the capacity of the sensor node by predicting future 

data behavior, while detecting and classifying essential events in the sensor level 

signals, transmitting only necessary data. Thus the proposed model is to reduce the 

amount of data transmitted by way of PCA between sensor level signals and the end-

user. 
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The channel capability of the wireless communication system and the dynamic 

transmitting environment can be interpreted mathematically using complex numbers, on 

the assumption that the channel is a flat fading path. Here , in-phase component is the 

real part of the complex signal data, and the quadrature component is the imaginary 

component [3]. However, for a SISO device, the whole transmission process may be 

reduced to a single complex number, as shown in the equation 4.1. 

y = h x + e  (4.1) 

Where h, is the complex channel number, x is the input signal, e is a complex 

thermal noise modeling number at the receiver. Therefore the factors have the same 

value as the case of SISO. According to Shannon's theorem, equation 4.2 gives the 

capacity of a channel to transmit information free of errors. 

C = B log2 (1 + SNR)  (4.2) 

Where B is transmission bandwidth and SNR is a channel's signal-to-noise ratio. 

However, the calculation includes the channel’s total maximum capacity (in 

bits/second). By increasing the bandwidth used in transmission or increasing the SNR, 

the channel capacity can be improved. Further, the use of Multi-antenna systems is a 

very innovative approach to improve wireless communications systems overall capacity 

with use of more channels [4]. Increasing of the individual transmitting channels is still 

limited by the equation above. However, the total system capacity is therefore the sum 

of the individual channel capacities. 

Diversity and Space-Time Coding techniques one can use replicas of the data 

symbol to receive independently at the receivers end for accurate reception. Besides, 

MIMO is also an important feature for wireless networking like IEEE 802.11n, IEEE 

802.11ac, HSPA+ (3 G), WiMAX (4 G). Over recent years, MIMO has been used as 
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part of the International Telecommunication Union (ITU) G.hn protocol and the Home 

Plug AV2 standards for 3-wire power-line communication [5-6]. 

 

 

4.1.6. Channel coding LDPC Min-Sum Algorithm  

The algorithm encodes an input binary message k to the n-bit codeword. At the 

decoder side, min-sum algorithm is used as a message-passing algorithm. However, the 

decoder performs iterations for parity check, and Check Node (CN). While, the variable 

node (VN) is updated, as shown in step 2 and step 3, where LLR’s (Log-Likelihood 

Ratio) are exchanged as messages between CN and VN. Further, the LLR of VN is 

performed by step 4. The options for decision types available in this algorithm are hard 

and soft decisions [7].  

In the given equation, LDPC code of length L and dimension P  where parity-

check matrix M with A= L - P rows and  L columns contains exactly  1's in each column 

(column weight) and row (row weight) Mal is the value of the ath row and lth column in 

M.The set of bits that participate in check is denoted Equation 4.3 [7]. 

La={ l:Mal=1}  (4.3) 

 The set of checks that participate in bits by equation 4.4.  

Al= { a:Mal=1 }  (4.4)  

Assume code word equated by equation 4.5, 

K=[K1,K2,K3,......KL ]
T
  (4.5)

 

Before transmission, it is mapped to a signal constellation to obtain the vector given by 

equation 4.6, 

t=[t1,t2,….tl]
 T

                   (4.6) 
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where,            

which is transmitted by an AWGN channel with equation 4.7 variance 

   
  

                          (4.7) 

Here, is the Additive White Gaussian Noise (AWGN) with zero means. Let hard 

decision vector given by equation 4.8 and 4.9, 

Q=[Q1,Q2,Q3,............QL]
T
  (4.8) 

Ql=sgn(  )                                  (4.9) 

               
    
           

  

Rl: A priori information of bit node, l. 

   : A posteriori information of bit node, l. 

Ѳa,l: The check to bit message from a to l. 

λl,a: The bit to check message from l to a. 

 

Step 1: Initialization 

A priori information, Rl= -rl 

The bit to check message initialization, λl,a = Rl 

 

Step 2: Horizontal Step  

Check node processing by equation 4.10: 
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Step 3: Vertical Step  

A posteriori information by equation 4.11: 

            
        

                          

Bit node processing equated by equation 4.12: 

              
         

                    

 

Step 4: Decoding Attempt 

                         (4.13) 

If         , the algorithm stops and      is taken by equation 4.13 as a true consequence 

of decoding. 

Otherwise, it goes to the next iteration until the number of iteration reaches its 

maximum limit [7]. 

The min-Sum algorithm is the modified form of the sum-product algorithm that 

reduces the implementation complexity of the decoder.   

This can be done by altering the Horizontal step given by equation 4.14: 
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Using the relationship: 

            
   

   
 

Equation 4.14 can be rewritten as equations 4.15 and 4.16, 

                          

         

                                     

                         

         

      
    
 
                                         

         

 

The Min-sum algorithm simplifies the calculation of (4.16) even further by 

recognizing that the term corresponding to the smallest Fn, m dominates the product 

term and so a minimum can approximate the product is given by equation 4.17. 

                  

         

                                

In this MIN-SUM algorithm, firstly initialized the bit to check the message. 

Further, update the check message in the horizontal step. Then, multiply the 

optimization factor with the check message and proceed to the vertical step. Later, the 

following information is updated with the help of the check message, and then updates 

the bit node. Further, multiply the optimization factor with the check message. Last step 

is the decision-making process. However, if the decoded code word is correct, stop and 
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take it as the output or repeat the whole decoding process until the iteration number 

reaches its maximum limit [7, 8]. 

The main goal in designing a communication system is to achieve reliable data 

transmission for the power efficiency having the lowest error probability (bit error rate). 

Moreover, a higher data rate with a constraint on available bandwidth is another target. 

At the same time, the LDPC codes can be selected as an excellent coding scheme to 

achieve the highest reliability transmission in noisy channels. On the other hand, in 

terms of efficient use of bandwidth while having a high data rate to achieve functional 

channel capacity should be explored. Therefore, motivated by the development of low 

power and enhance channel capacity over low bandwidth for various SNR is a 

challenge. The present work tried to address these problems using source and channel 

coding method over the MIMO system to improvise the channel capacity by some 

factor in a wireless communication system.  

The work is further modeled and demonstrated by the source coding method using 

PCA for sensor level fusion at the transmitter and regress the same at the receiver for 

improvising the channel capacity of the system as shown in Figure 4.6. Here, 45 signals 

are fused for the ensemble of sensor data having a frequency ranging from 50Hz - 

2500Hz, and sampled at 5 kHz each. The efficiency of regression was measured using 

the RMSE of the transmitted and receive signals. And also, demonstrated the 

performance of BER for the M-PSK and M-QAM (M=2, 4, 8, 16, 32) modulation 

technique with LDPC decoder i.e., Min-Sum, for 2x2, 3x3, 4x4 MIMO channel. The 

performance parameters for the source coding and channel coding are evaluated over 

the AWGN channel ranging from -15dB to 40dB SNR value.  

These works are devoted to the study of source coding and transmission over M-

PSK and M-QAM modulation using LDPC Min-Sum Error Corrections over MIMO 

Channel.  
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 To present the source coding of signals originating from 45 signals for efficient 

transmission and reception over the communication channel for performance 

parameters like RMSE. 

 The system evaluated for using M-PSK, M-QAM modulation for performance 

parameters like BER with LDPC decoder algorithm for error-free data 

transmission over the noisy channels. 

 The system is further evaluated for the wireless communication system for data 

transmission with 2x2, 3x3, 4x4 MIMO channel, respectively, in the AWGN 

channel. 

 

 

Figure. 4.6 The proposed Sensor’s Data Transmission over M-PSK/M-QAM employing 

LDPC Error Corrections over MIMO Channels. 

 

4.2. Experiments and Results 

The present work designed an LDPC encoder and decoder, where the streams of 

data in a matrix form of the block length (100, 45) of 16-bitwordlength corresponding to 

45 sensors signal over 100-time stamp sample. Further, it is reduced to (45, 45) of 16-

bitwordlength using Eigen matrix corresponding i.e., corresponding to 45 sensors signal 
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data. It is alsoreduced to mapped the matrix to LDPC for the code rate of R = 1/2 to 

generate the block length of 64800 bits at the LDPC encoder having 32400 message 

bits.  The encoded data from the LDPC encoder is further PSK and QAM modulator 

with M bits per symbol. Channel selected here is AWGN having SNR values from -

15dB to 40 dB. The said system further tested for the performance over LDPC codes 

with 2x2, 3x3, 4x4 MIMO for wireless communication applications. The model details 

as specified in the experiments are illustrated in Table 4.1. The various scenarios of the 

experiments are given in Table 4.2. The processing order is mentioned in the flowchart 

as in Figure 4.7. 

 

Table 4.1 Parameters used in data communication system 

Parameters Value 

LDPC code rate ½ (32400 /64800) 

LDPC Encoder Input Type Bit 

LDPC Decoder output Type Information Part 

LDPC Decoder Decision Input Type Hard Decision 

LDPC Decoder Number of Iterations 50 

Modulator Type M-PSK/M-QAM 

Modulator Input Type Bit 

Modulator Symbol Order Binary 

Demodulator Output Type Bit 

LLR Algorithm LLR 

Channels SISO & 2x2, 3x3, 4x4 MIMO 

Channel Noise Factor SNR 
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Figure. 4.7 Flowchart of the LDPC channel coding bases system. 

Table 4.2 Results of different scenarios evaluation of RMSE and BER 

Scenario I RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 2-PSK modulation 

Scenario II RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 4-PSK modulation 

Scenario III RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 8-PSK modulation 

Scenario IV RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 16-PSK modulation 

Scenario V RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with32-PSK modulation 

Scenario VI RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 4-QAM modulation 

Scenario VI I RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with8-QAM modulation 

Scenario VIII RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 16-QAM modulation 

Scenario IX RMSE and BER performance of LDPC code with code rate R = 1/2 over 

an AWGN channel with 32-QAM modulation 
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Scenario I: 

The RMSE performance is presented in Figure 4.8 for BPSK modulation with and 

without LDPC error correction over the AWGN channel having SNR value ranging 

from -15dB to +40dB. However, the performance of RMSE is better with the LDPC 

algorithm as compared without LDPC, for 1x1, 2x2, 3x3, and 4x4 MIMO channels. 

Further, the RMSE is 0.4e-4(0.4x10
-4

) for 1x1 LDPC MIMO at -03.0dB SNR value. 

And it is 0.4e-4(0.4x10
-4

) for 4x4 LDPC MIMO at -10 dB SNR value. Therefore, it 

demonstrates the error-free signal transmission up to -10dB with LDPC error correction 

coding.  

 

 

Figure. 4.8 RMSE performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via BPSK modulation. 

 

The BER performance is presented in Figure 4.9 for BPSK modulation with and 

without LDPC error correction over the AWGN channel having SNR -15dB to 40dB.  

Here, the performance of BER is better with the LDPC algorithm as compared to the 

without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 MIMO channels. Further, 
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the BER value is e-2(10
-2

) at -7.5dB, -3dB, 4dB and 5dB respectively for 4x4, 3x3, 2x2, 

and 1x1 MIMO without LDPC. This implies that 4x4 is performing better compared to 

1x1 MIMO. The BER value is 0.1e-1(0.1x10
-2

) at -15dB, -10dB, -3dB and -2dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO with LDPC error corrections. This 

indicates that 4x4 is performing better with LDPC compared to without LDPC as it can 

transmit the data at higher noise. 

 

 

Figure. 4.9 BER performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via BPSK modulation. 

 

 

Scenario II: 

The RMSE performance is presented in Figure 4.10 here the evolution of QPSK 

modulation performance with and without LDPC error correction over the AWGN 

channel having SNR -15dB to 40dB range. Here, the performance of RMSE is better 

with the LDPC algorithm as compared to the without LDPC error corrections for 1x1, 

2x2, 3x3, and 4x4 MIMO channels. Here, the RMSE is 0.4e-4 for 1x1 LDPC MIMO at 

5 dB for SNR value. And it is 0.4e-4 for 4x4 LDPC MIMO at -5 dB for SNR value. 

Therefore it states the error-free signals transmission up to -5dB in data communication 

system with LDPC error correction coding.  
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Figure. 4.10 RMSE performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via PCA-QPSK modulation. 

 

 

Figure. 4.11 BER performance LDPC code with code rate R = 1/2 over an AWGN 

channel via QPSK modulation. 

 

The BER performance is presented in Figure 4.11 while the evolution of QPSK 

modulation performance with and without LDPC error correction over the AWGN 
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channel having SNR -15dB to 40dB. Here, the performance of BER is better with the 

LDPC algorithm as compared to without LDPC error corrections for 1x1, 2x2, 3x3, and 

4x4 MIMO channels. The BER value at the e-2 is -3dB, 2dB, 7dB and 10dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO in data communication system without 

LDPC coding. This implies that 4x4 is performing better compared to 1x1 MIMO for 

error correction. Further, the BER value at the 0.1e-1 is -10dB, -3dB, 5dB and 6dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO with LDPC coding. This implies that 

4x4 is performs better with LDPC compared to in data communication system without 

LDPC.  

 

Scenario III: 

The RMSE performance is shown in Figure 4.12 in which the evolution of 8-PSK 

modulation performance with and without LDPC error correction over the AWGN 

channels having SNR -15dB to 40dB range.  Here, the performance of RMSE is better 

with the LDPC algorithm as compared without LDPC error corrections for 1x1, 2x2, 

3x3, and 4x4 MIMO channels. The RMSE is 0.4e-4 for 1x1 LDPC MIMO at 20 dB for 

SNR value, and the RMSE is 0.4e-4 for 4x4 LDPC MIMO at 10 dB for SNR value. 

Therefore it states the error-free signal transmission up to 10dB with LDPC error 

correction coding.  

The BER performance is shown in Figure 4.13 in which the evolution of 8-PSK 

modulation performance with and without LDPC error correction over the AWGN 

channels having SNR -15dB to 40dB. However, the performance of BER is better with 

the LDPC algorithm as compared to the without LDPC error corrections for 1x1, 2x2, 

3x3, and 4x4 MIMO channels. The BER value of the e-2 is 3dB, 8dB, 10dB and 15dB 

respectively, for 4x4, 3x3, 2x2, and 1x1 MIMO. This implies that 4x4 is performing 

better compared to 1x1 MIMO for error correction in data communication system 
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without LDPC corrections. The BER value of the 0.1e-1 is -7 dB, -1dB, 7dB and 7dB 

respectively, for 4x4, 3x3, 2x2, and 1x1 MIMO. This implies that 4x4 is performing 

better with LDPC compared to without LDPC.  

 

 

Figure. 4.12 RMSE performance of LDPC code with code rate R = 1/2 over an AWGN 

channel via 8-PSK modulation. 

 

 

Figure. 4.13 BER performance LDPC code with code rate R = 1/2 over an AWGN 

channel via 8-PSK modulation. 
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Scenario IV: 

The RMSE performance is shown in Figure 4.14 here, the performance is for 16-

PSK modulation with and without LDPC error correction over the AWGN channel 

having SNR -15dB to 40dB.  It is observed that RMSE is better with the LDPC 

algorithm as compared in data communication system without LDPC error corrections 

for 1x1, 2x2, 3x3 and 4x4 MIMO channels. The RMSE is 0.4e-4 for 1x1 LDPC MIMO 

at 25 dB SNR value and the RMSE is 0.4e-4 for 4x4 LDPC MIMO at 15 dB SNR value. 

This states that one can have error-free signal transmission up to 15dB with LDPC error 

correction coding.  

 

 

Figure. 4.14 RMSE performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via 16-PSK modulation. 

 

The BER performance is also presented in Figure 4.15 while the performance is 

for 16-PSK modulation with and without LDPC error correction over the AWGN 

channel having SNR -15dB to 40dB.  The observation shows that the performance of 

BER is better with the LDPC algorithm as compared in data communication system 

without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 MIMO channels. The BER 
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value of the e-2 is 7 dB, 13dB, 18dB and 20dB respectively, for 4x4, 3x3, 2x2, and 1x1 

MIMO in data communication system without LDPC. The BER value of the 0.1e-1 is -3 

dB, 3dB, 13dB and 13dB respectively, for 4x4, 3x3, 2x2, and 1x1 MIMO in data 

communication system with LDPC. This implies that 4x4 is performing better with 

LDPC compared to without LDPC. 

 

 

Figure. 4.15 BER performance LDPC code with code rate R = 1/2 over an AWGN 

channel via 16-PSK modulation. 

 

Scenario V: 

Figure 4.16 and 4.17, reveals the performance curves for RMSE and BER for 

various values of SNR and various configuration of MIMO over 32-PSK modulation. 

The RMSE performance (refer Figure 4.16) of data reduction with PCA over 32-PSK 

modulation with and without LDPC error correction over AWGN channel having SNR -

15dB to 40dB. However, the performance of RMSE is better with LDPC channel 

coding as compared without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 MIMO 

channels. Further, the RMSE is 0.7X10
-3

 for 1x1 MIMO at +30 dB SNR, and similarly, 
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the value of RMSE is 0.7X10
-3

 for 4x4 MIMO at +20dB SNR in data communication 

system without LDPC channel coding. This indicated that the performance is better for 

the higher MIMO channel. So this indicates the error-free signals transmission up to 

+20dB without LDPC error correction coding for the proposed system. Similarly, the 

RMSE is 0.7X10
-3

 for 1x1 MIMO at +28dB SNR, and similarly, the value of RMSE is 

0.7X10
-3

 for 4x4 MIMO at -18dB SNR with LDPC channel coding. This implied that 

the channel coding has better RMSE performance as compared to non-channel coding 

communication systems.  

 

 

Figure. 4.16 RMSE performance of LDPC code with code rate set to R = 1/2 over the 

assigned AWGN channel using the technique of PCA-32PSK modulation. 

 

The BER performance is shown in Figure 4.17. While the performance of data 

reduction methods using PCA over 32-PSK modulation, with and without LDPC error 

correction for the AWGN channel, is presented. The performance for the AWGN 

channel with varying SNR -15dB to 40dB is evaluated. The observations reveal that 

BER is better with LDPC channel coding as compared without LDPC error corrections. 

Further, the BER value is 0.1at +16dB,+16dB, +7dB and +5dB for 1x1, 2x2, 3x3, and 
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4x4 MIMO channel respectively without LDPC channel coding. This implies that the 

4x4 MIMO channel is performing better compared to the 1x1 MIMO channel for error 

correction. Similarly the BER value is 0.6 at +5dB,+5dB, -5dB and -10dB for 1x1, 2x2, 

3x3, and 4x4 MIMO channel respectively with LDPC channel coding . This implies that 

4x4 MIMO channel is performing better compared to the 1x1 MIMO channel for error 

correction with channel coding communication systems. Therefore the system 

outperforms the distortion significantly when the antennas number in the channel is 

increased. Hence, the gain obtained with MIMO 4x4 provides the possibility to work 

with greater capacity in the system without a trade-off of interference and distortion. For 

this reason, it is very important to choose the correct modulation index. Therefore, 

proves that LDPC encoding works very well on a 4x4 MIMO even on the small value of 

SNR, wherein SNR has a larger noise value than the signal itself.  

 

 

Figure. 4.17 BER performance LDPC code with code rate set to R = 1/2 over the 

assigned AWGN channel using the 32-PSK modulation technique. 
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Scenario VI: 

The RMSE performance is shown in Figure 4.18. The performance is for 4-QAM 

modulation with and without LDPC error correction over the AWGN channel having 

SNR -15dB to 40dB. The performance of RMSE is better with the LDPC algorithm as 

compared without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 MIMO channels. 

The RMSE is 0.5e-4 for 1x1 LDPC MIMO at -01 dB SNR value. The RMSE is 0.5e-4 

for 4x4 LDPC MIMO at -10 dB SNR value. This states that one can have error-free 

signals transmission up to -10dB with LDPC error correction coding.  

 

 

Figure. 4.18 RMSE performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via 4-QAM modulation.  

 

Further, the BER performance is presented in Figure 4.19. While the performance 

is for 4-QAM modulation with and without LDPC error correction over the AWGN 

channel having SNR -15dB to 40dB. One can see that the performance of BER is better 

with the LDPC algorithm as compared without LDPC error corrections for 1x1, 2x2, 

3x3, and 4x4 MIMO channels. The BER value at the e-2 is -5.5 dB, -2dB, 4dB and 5dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO in data communication system without 
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LDPC channel coding. Therefore, implies that 4x4 is performing better compared to 1x1 

MIMO for error correction. The BER value at the 0.1e-1 is -15 dB, -9dB, -2dB and -

1dB respectively for 4x4, 3x3, 2x2, and 1x1 MIMO in data communication system with 

LDPC channel coding. This implies that 4x4 is performing better with LDPC compared 

to without LDPC.  

As the model starts simulating, for every received data at the LDPC decoder, bit 

error rate, channel SNR and packet error rate is continuously updated. Hence the 

increase of SNR is required to get an error-free output signal and less noisy plot. 

 

 

 

Figure. 4.19 BER performance LDPC code with code rate R = 1/2 over an AWGN 

channel via 4-QAM modulation.  

 

Scenario VII: 

The RMSE performance is shown in Figure 4.20. While the performance is for 8-

QAM modulation with and without LDPC error correction over the AWGN channel 

having SNR -15dB to 40dB.  The performance of RMSE is better with the LDPC 

algorithm as compared without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 

MIMO channels. The RMSE is 0.4e-4 for 1x1 LDPC MIMO at -03 dB SNR value. The 
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RMSE is 0.4e-4 for 4x4 LDPC MIMO at -10 dB SNR value in data communication 

system with LDPC coding. This states that one can have error-free signals transmission 

up to -10dB with LDPC error correction coding.  

The BER performance is also presented in Figure 4.21 and the performance is for 

8-QAM modulation with and without LDPC error correction over the AWGN channel 

having SNR -15dB to 40dB.  One can see that the performance of BER is better with the 

LDPC algorithm as compared without LDPC error corrections for 1x1, 2x2, 3x3, and 

4x4 MIMO channels. The BER value at the e-2 is -7.5 dB, -3dB, 4dB and 5dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO in data communication system without 

LDPC Coding. This implies that 4x4 is performing better compared to 1x1 MIMO for 

error correction. The BER value at the 0.1e-1 is -15 dB, -10dB, -3dB and -2dB 

respectively for 4x4, 3x3, 2x2, and 1x1 MIMO. This implies that 4x4 is performing 

better with LDPC compared to without LDPC.  

 

 

Figure. 4.20 RMSE performance of LDPC code with code rate R = 1/2 over an 

AWGN channel via 8-QAM modulation. 

 

The above scenarios says PCA with QAM modulation with LDPC 4x4 MIMO  

shows better results compare to the BPSK modulation. According to this study says 
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higher-level QAM modulation with higher configuration MIMO using LDPC better 

results gives for the communication system. 

 

 

Figure. 4.21 BER performance LDPC code with code rate R = 1/2 over an AWGN 

channel via 8-QAM modulation. 

 

Scenario VIII: 

In Figure 4.22 and 4.23, we have presented the performance curves for RMSE and 

BER for various values of SNR and various configuration of MIMO over 16-QAM 

modulation. This Figure shows that 4x4 MIMO with LDPC good performance with 

efficiency up to -10 dB compare with 1x1 MIMO. 

The RMSE performance (refer Figure 4.22) of data reveals the reduction with 

PCA over 16-QAM modulation with and without LDPC error correction over AWGN 

channel having SNR -15dB to 40dB. The performance of RMSE is better with LDPC 

channel coding as compared without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 

MIMO channels. The RMSE is 1.0 for 1x1 MIMO at +5 dB SNR, and similarly, the 

value of RMSE is 1.0 for 4x4 MIMO at -5dB SNR without LDPC channel coding. This 

indicated that the performance is better for the higher MIMO channel. So this indicates 
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the error-free signals transmission up to -5dB without LDPC error correction coding for 

the proposed system. Similarly, the RMSE is 1.0 for 1x1 MIMO at +2.5dB SNR, and 

similarly, the value of RMSE is 1.0 for 4x4 MIMO at -13.5dB SNR with LDPC channel 

coding. Hence, the channel coding has better RMSE performance as compared to a non-

channel coding communication system. 

 

 

Figure. 4.22 RMSE performance of LDPC code with code rate set to R = 1/2 over 

the assigned AWGN channel using the technique of PCA-16QAM modulation. 

 

 

Figure. 4.23 BER performance LDPC code with code rate set to R = 1/2 over the 

assigned AWGN channel using the 16-QAM modulation technique. 
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The BER performance is also presented in Figurer 4.23 and the performance of 

data reduction methods using PCA over 16-QAM modulation, with and without LDPC 

error correction for the AWGN channel, is presented. However, the performance for the 

AWGN channel with varying SNR -15dB to 40dB is evaluated. The BER is better with 

LDPC channel coding as compared without LDPC error corrections. The BER value is 

0.01at +4dB,+4dB, -3dB and -8dB for 1x1, 2x2, 3x3, and 4x4 MIMO channel 

respectively in data communication system, without LDPC channel coding. This implies 

that the 4x4 MIMO channel is performing better compared to the 1x1 MIMO channel 

for error correction. Similarly the BER value is 0.2 at -5dB,-5dB, -15dB and -15dB for 

1x1, 2x2, 3x3, and 4x4 MIMO channel respectively in data communication system with 

LDPC channel coding. This implies that the 4x4 MIMO channel is performing better 

compared to the 1x1 MIMO channel for error correction with channel coding 

communication systems. Therefore the system outperforms the distortion significantly 

when the antennas number in the channel is increased. The gain obtained with MIMO 

4x4 provides the possibility to work with greater capacity in the system without a trade-

off of interference and distortion. Hence it is important to choose the correct modulation 

index. This proves that LDPC encoding to work well on a 4x4 MIMO even on the small 

value of SNR, wherein SNR has a larger noise value than the signal itself.  

 

Scenario IX: 

In Figure 4.24 and 4.25, reveals the performance curves for RMSE and BER for 

various values of SNR and various configuration of MIMO over 32-QAM modulation. 

The Figure shows that 4x4 MIMO with LDPC has a good performance with efficiency 

up to -15 dB compare with 1x1 MIMO. 

The RMSE performance (refer Figure 4.24) of data reduction with PCA over 32-

QAM modulation with and without LDPC error correction over AWGN channel having 
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SNR -15dB to 40dB. It is observed that RMSE is better with LDPC channel coding as 

compared without LDPC error corrections for 1x1, 2x2, 3x3, and 4x4 MIMO channels. 

The RMSE is 1.0 for 1x1 MIMO at 5dB SNR, and similarly, the value of RMSE is 1.0 

for 4x4 MIMO at -12dB SNR without the LDPC channel coding. This indicates that the 

performance is better for the higher MIMO channel. Hence, provide error-free signals 

transmission up to -10dB without LDPC error correction coding for the proposed 

system. Similarly, the RMSE is 1.0 for 1x1 MIMO at -3dB SNR, and similarly, the 

value of RMSE is 1.0 for 4x4 MIMO at -15dB SNR with LDPC channel coding. This 

implied that the channel coding has better RMSE performance as compared to a non-

channel coding communication system. 

 

 

Figure. 4.24 RMSE performance of LDPC code with code rate set to R = 1/2 over the 

assigned AWGN channel using the technique of PCA-32QAM modulation. 

 

The BER performance is also presented in Figurer 4.25 and the performance of 

data reduction methods using PCA over 32-QAM modulation, with and without LDPC 

error correction for the AWGN channel, is presented. Performance for the AWGN 
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channel with varying SNR -15dB to 40dB is evaluated. It is observed that BER is better 

with LDPC channel coding as compared without LDPC error corrections. The BER 

value is 0.01at +1.5dB,+1dB, -4dB and -9dB for 1x1, 2x2, 3x3, and 4x4 MIMO channel 

respectively in data communication system without LDPC channel coding. This implies 

that the 4x4 MIMO channel is performing better compared to the 1x1 MIMO channel 

for error correction. Similarly the BER value is 0.2 at -7dB,-7dB, -10dB and -15dB for 

1x1, 2x2, 3x3, and 4x4 MIMO channel respectively in data communication system with 

LDPC channel coding. Hence, the 4x4 MIMO channel is performing better compared to 

the 1x1 MIMO channel for error correction with channel coding communication 

systems. Therefore the system outperforms the distortion significantly when the 

antennas number in the channel is increased.  

 

Figure. 4.25 BER performance LDPC code with code rate set to R = 1/2 over the 

assigned AWGN channel using the 32-QAM modulation technique. 

 

The gain obtained with MIMO 4x4 provides the possibility to work with greater 

capacity in the system without a trade-off of interference and distortion. Therefore it is 
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important to choose the correct modulation index. This proves that LDPC encoding 

works very well on a 4x4 MIMO even on the small value of SNR, wherein SNR has a 

larger noise value than the signal itself.  

 

4.3. Synthesis of source coding data communication model for BPSK modulation 

on Xilinx FPGA  

 Field Programmable Gate Array (FPGA) technology enables reconfigurable 

device systems has become a feasible for applying data processing algorithms for 

applications. This section addresses the FPGA synthesis and implementation of PCA 

data reduction using BPSK modulation. The model-based architecture provides the 

ability to conduct quick FPGA based prototyping of data reduction communication. The 

model design is developed using Xilinx ISE 13.1 IDE with Xilinx System Generator 

(XSG) configured with MATLAB R2013a which combines the Xilinx Block set and 

Mat lab Simulink environment. The design is synthesized for the Virtex-6 FPGA. The 

MATLAB framework is a high-level technical language for the creation of algorithms, 

data processing, data interpretation, and numerical computation. System generator 

automatically defines the FPGA configuration with the aid of Simulink Xilinx DSP 

generator, generating the bit file which can be programmed on FPGA. 

The source coding PCA technique is integrated using BPSK with MATLAB 

Simulink and Xilinx system generator (XSG) as shown in Figure 4.26. Using Simulink 

library from the communication system, composite data for the ensemble is generated in 

a matrix form of the block size (100, 10) for 16-bitword length corresponding to 10 

sensors signal data having 100 time-stamped data samples. The demonstration is made 

to ensemble 10 sensor signal set within the frequencies of range between 10-100Hz. 

Further, the signal data is reduced to (10, 10) using PCA data transformation, which is a  

subsequent reduction in the form of features matrics or eigenmatrix having 16-bitword 
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length. However, the compressed features matrix data is later modulated using BPSK 

modulator. While the channel selected here is AWGN with SNR values ranging from 0 

dB to 9dB. Later the data is demodulated and regressed for original. The system is 

further synthesized and implemented on the Virtex-6 FPGA (refer Table 4.3) untether 

communication.  

Table. 4.3 Xilinx synthesis model parameters used in the data communication system. 

Parameter  Value  

Modulator Method BPSK 

Modulator Input Type Bit 

Modulator Symbol Order Binary 

Demodulator Output Type Bit 

Channels AWGN 

Channel Noise Factor SNR 

 

Implementation parameters of the data reduction with BPSK modulation is shown 

in Table 4.3. The flow steps for the design are defined as follows. In the first step, 

MATLAB Simulink is used to implement reduction or compression algorithm with the 

PCA method and later converted using the Xilinx block set library. Xilinx models are 

given the input data in the form of a vector in fixed point as per Xilinx block set format. 

This model is simulated with the proper simulation time in MATLAB Simulink settings. 

The system generator has been configured for the FPGA board virtex-6.  

The Xilinx device generator itself has the ability to create user limit register, test 

bench and check vectors for design validation. Compilation of the bit stream is 

performed to construct an FPGA bit file that is suitable for implementation on target 

device Virtex-6 LX240T device. The hardware realization of the proposed PCA based 

data reduction using BPSK based on FPGA technology provides a fast, compact and 

low power solution for the communication system. Figure 4.27 shows the Resource 

Utilization in FPGA.  
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Figure. 4.26 Xilinx based data sourcing model synthesis using BPSK modulation.
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The representation of the signal data is converted into binary format, i.e., ‘0’ and 

‘1’, in which the present model of PCA with the BPSK system model synthesis process, 

sometimes requires synchronization issues. This gives rise to in Xilinx synthesis, shift in  

the original data word into one or two bits forward when recovered at the receiving end 

over buffer, hence changing the original recovered data entirely. In the present work, 

16-bit data transmission in the communication model is observed. Hence due to this bit 

shift error, the study shows high RMSE value. Further, the 16-bits word length, single 

and double bits shift is shown in Table 4.4. 

 

 

Figure. 4.27 The Resource Utilization in FPGA. 
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Table 4.4 One and two-bit right shit for 16-bit word length over Xilinx system 

generator for BPSK 

The bit stream 

representation in 

buffer consist of 16-

bit word length  

generated in order 

The bit stream 

representation in 

received buffer with 

Single Bit shift  

The bit stream 

representation in 

received buffer with 

Double Bit Shift 

0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 

0000 0000 0000 0001 0000 0000 0000 0000 0000 0000 0000 0000 

0000 0000 0000 0010 1000 0000 0000 0001 0100 0000 0000 0000 

0000 0000 0000 0011 0000 0000 0000 0001 1000 0000 0000 0000 

0000 0000 0000 0100 1000 0000 0000 0010 1100 0000 0000 0001 

0000 0000 0000 0101 0000 0000 0000 0010 0000 0000 0000 0001 

0000 0000 0000 0110 1000 0000 0000 0011 0100 0000 0000 0001 

0000 0000 0000 0111 0000 0000 0000 0011 1000 0000 0000 0001 

0000 0000 0000 1000 1000 0000 0000 0100 1100 0000 0000 0010 

0000 0000 0000 1001 0000 0000 0000 0100 0000 0000 0000 0010 

0000 0000 0000 1010 1000 0000 0000 0101 0100 0000 0000 0010 

0000 0000 0000 1011 0000 0000 0000 0101 1000 0000 0000 0010 

0000 0000 0000 1100 1000 0000 0000 0110 1100 0000 0000 0011 

0000 0000 0000 1101 0000 0000 0000 0110 0000 0000 0000 0011 

0000 0000 0000 1110 1000 0000 0000 0111 0100 0000 0000 0011 

0000 0000 0000 1111 0000 0000 0000 0111 1000 0000 0000 0011 

 

To provide a comparison of the detailed evaluation results for each one of the 

ensembles, a tenfold experiment is computer to generate the RMSE and BER over SNR 

values with AWGN channel as given in Figure 4.28 & Figure 4.29. The demonstration 

of RMSE as shown in Figure 4.28, where extreme of each box is 25
th

 and 75
th

 

percentiles and their whiskers stretch to the most extreme values found, minus those of 

outliers identified by "+" labels. As the lowest RMSE median values is at -6dB and - 

3dB the highest data dispersion respectively. The RMSE ‘minimum’ and the 
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‘maximum’ observed values are at 0dB and -6dB value respectively. The consistency is 

not seen in the RMSE due to the single bit and double bit shift error as discussed above, 

while the RMSE is acceptable range.  

 

Figure. 4.28 RMSE performance over the AWGN channel synthesis on FPGA for 

BPSK modulation technique for 10 folds experiment. 

 

As seen in Figure 4.29, the lowest BER median values were presented at 9dB 

representing lowest distortion. The generated plot has consistency and is in line with the 

theory.  

 

Figure. 4.29 BER performance over the AWGN channel synthesized on FPGA for 

BPSK modulation technique for 10 folds experiments. 
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4.4. Discussion 

Vinaya et al. [8] specified that the results of BER performance improve with an 

increase in block length, which can be optimized for error correction by setting the 

number of decoding iterations 5 to 50 for SNR close to 2dB. Since more errors are 

introduced for larger frame lengths, number of iterations needs to be increased for better 

Error Correction performance.  

Similar works are found like that of Raghuwansi et al. in which the BER varying 

with the changes in modulation techniques as well as FFT points, which says that with 

256 FFT points BPSK modulation the wireless LDPC based MIMO-OFDM system 

outperform [9]. Also, Indira Bestari et al. presented the LDPC encoding process, LDPC 

encoding works very well on a single RF-based MIMO OFDM system, even on the 

negative value of SNR dB. However, the coding rate also needs to be noted, which 

states that the lowest rate will require a larger parity matrix to produce a higher level of 

accuracy in the error correction process. The process of channel estimation also works 

very well by generating a minimal difference between theoretical and estimation values 

[10]. 

Furthermore, Diouf M et al. investigated the complexity and BER performance 

analysis of Maximum likelihood zero-forcing and minimum mean square error MIMO 

receivers by using a small length binary polar code. At the same time, the performance 

gain of 3dB at 10e
−2

 of the proposed is obtained compared to the optimal maximum 

likelihood detector. Zero Force is always the worst performance, as in the literature 

[11]. The author, Lamia et al. demonstrate that the channel codes provide high channel 

efficiency with small code rate, low decoding complexity, and low BER, describing the 

concatenated BCH-CC-LDPC for the MIMO system. Also, the concatenated scheme 

improves the performance of a low receive diversity MIMO system. Therefore, the 

concatenated schema enhances the system decoding latency because an LDPC decoder 
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is replaced by a CC decoder and a short BCH decoder, which has lower decoding 

latencies than LDPC. 

Further, the proposed system could also be enhanced in the case of LDPC 

convolutional codes [12]. The author, A.Z.M. Touhidul Islam et al. presented the BER 

performance of the 1/2-rated LDPC channel encoded STTC MIMO-OFDM system 

under different digital modulations on a Raleigh fading channel, which degrades due to 

fading channel effect. The system outperforms at BPSK modulation and shows the poor 

performance at QPSK modulation, while the Doppler frequency shifts more influences 

the system with QPSK modulation,and its performance degrades. At the SNR value of 

0.75 dB, the system performance is improved by 2.7195 dB in the case of BPSK 

modulation as compared with QPSK [13]. 

Moreover, Nordam R et al. proposed the soft decision decoding and signal 

combining algorithms of MRC and the Alamouti code to the orthogonal MIMO codes 

for three and four Tx antennas. The complexities of the novel combiners do not 

substantially exceed that of the Alamouti combiner, making them very attractive in 

terms of implementation. With the soft decision MIMO combiners, the FEC decoders 

attain the same error rates with 2 to 3 dB smaller data bit energy than with the hard 

decision MIMO. The novel combiners require a close to constant channel over four 

instants, implying that they are better suited for low mobility environments. However, 

the soft decision MIMO combiners provide the largest gain when linked to a bitwise 

soft decision demodulator. Extracting the bitwise LLR values from the combined output 

symbols is shown to be a very simple task not only in QPSK but also in Gray-mapped 

16-QAM. Therefore, it is notable, that in order to get correct noise variance to the 

bitwise LLR equations, multiplication by the pertaining channel tap energies has to be 

carried out [14]. 
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Pramanik A et al. show low-density parity-check codes and space-time block 

codes on far-end data reconstruction offer significant visual quality improvement at 

reduced data transmission. Further, the proposed soft-decision decoding scheme offers a 

coding gain of 3 dB at −2 dB channel signal-to-noise ratio for an 8 antenna system. 

However, the simulations show a coding gain increases with the increase in signal-to-

noise ratio and the number of transmit antennas. Decoding performances of the block 

codes with zero and no-zero entries highlight the fact that the former offers marginally 

better bit error rate performance (around 0.5 dB for number of antennas less than 8) 

compared to the latter one. However, zero-entry codes give rise to a peak-to-average 

power ratio problem [15]. 

Further, Ibrahim et al. revealed the BER performance of LDPC codes in Weibull 

fading channels, were analyzed for different decoding rules using comparative computer 

simulations. However, an LDPC coded BPSK communication system was designed as a 

communication infrastructure to perform the analysis. Four different decoding rules and 

a regular LDPC code with (1008, 504) block length and ½ code rate were used in 

simulations [16]. 

The Min-Sum algorithm based LDPC decoder is presented in the present study. 

Among various message passing algorithms, one of the vital algorithms is Min-Sum, 

which provides suitability for implementation of the decoder with less hardware 

implementation area. The data reduction methodology for enhancing the channel 

capacity of the MIMO channel has helped in designing a high-performance 

communication system, especially in the low bandwidth wireless networks. For future 

work, the study addresses, different modulation techniques and their performance in 

terms of BER and RMSE efficiency versus SNR of received data. 

The present investigation has successfully developed PCA based data reduction 

using BPSK modulation for data communication application with hardware-software 
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co-simulation implementation on FPGA. Based on quality metrics such as RMSE and 

BER, it is found that the proposed method is a better option for enhancing data is the 

reconstruction process in the communication system. The proper utilization of 

Simulink/ Xilinx system generator DSP blocks for FPGA greatly shortens the 

development cycle from a software algorithm to hardware. It leads to fast time to market 

of the design. 
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5.1. Introduction 

The data transfer and processing via the router system is feasible in wide area 

networks. The router is used to transfer the packets from two or more separate 

topologies of the network. While Microprocessors or digital signal processors are built 

into a router system that handles data transmission and reception control functions. 

Whereas, the NoC On-Chip communication should happen through packet switching. 

The Routing Algorithm decides the mode of the packet be transmitted from source to 

destination. Therefore these routers are used between nodes in the network, where this 

routers can guide the packets based on the routing algorithm implemented in the NoC 

architecture. However, the developed NoC routing algorithm results in machine 

efficiency. Also, the distribution of latency, efficiency and load are very critical 

parameters that should be regarded in architecture. 

As the number of processors on a single chip and the computational difficulty 

grows day by day, the processor-to-processor interconnection and communication 

mechanism become critical factors influencing chip-multiprocessor efficiency. 

Therefore to improve the performance, it requires more efficient interconnection and 

communication between processors, rather than depending on the processing speed. 

Hence, the system needs a full range of communication requirements and characteristics 

of all types of processors, which can provide improved efficiency in data transmission 

under restricted conditions such as chip location, power usage, network bandwidth etc. 

Thus, higher on-chip communication demands such as high speed, high bandwidth, and 

high throughput while limited area and low power consumption are needed.  

Over the last decade, chip-based computing has developed while the system-on-

chip (SoC) has been used for a long time, which reduces costs and creates further power 

usage. Therefore, it helps the researchers to discover Network-on-Chip (NoC), which is 

low in size and with decreased costs, has less power usage. However, as the complexity 
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of the design grows, the overall length of the interconnection wires decreases, resulting 

in lengthy transmission delays and increased power usage. Furthermore, the gap 

between the wires shrinks with the technology, increasing the capacitance of the 

connection and the height of the wire material resulting in greater capacitance of the 

fringe. 

Besides, the wireless NoC (WNoC) architectures are based on omnidirectional 

antennas. However, in such WNoC systems, most situations follow a token-based 

medium access system for transferring data through the shared wireless channel. Since 

all antennas share a common channel, only a single communication is possible at any 

instant of time. The performance benefits of utilizing wireless links are thus limited. 

While having multiple non-overlapping wireless channels is one potential solution for 

achieving simultaneous communication. But building several transceivers tuned to non-

overlapping channels, due to interference effects and heavy overheads, is an incredibly 

difficult task. Therefore, interference decreases the usable bandwidth and degrades the 

bit error rate (BER). Such cumulative impacts lead to low quality-of-service (QoS). 

Network on chip (NoC) can be made more effective by building faster routers 

with larger buffers for communications, a greater number of ports and channels, and 

adaptive routing, both of which require substantial hardware costs overhead. These 

Networks on Chip (NoC) are suggested as a flexible framework for communication, 

which can also provide assured efficiency. NoCs typically focus on physical and spatial 

scalability. Sometimes, the practical scalability, i.e., the potential to satisfy increasingly 

challenging demands with a continuous output, cost ratio, is neglected. 

The architecture model of the chip-multiprocessor (CMP) is expected in the future 

to replace the current single-core approach to embedded Nano scale circuits and systems 

[1]. A network-on-chip (NoC) interconnect fabric can connect the CMP cores. Further, 

the RF/wireless interconnections have the potential to provide multi-access 
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communication features, which are useful in a NoC system, particularly for cores 

located far away in the CMP environment. The use of multi-band RF interconnection 

[2] is the signal which propagates at light speed to provide shortcuts to a multi-core 

network-on-chip (mesh) topology. A recent work [3] proposed a method called wireless 

NoC (WiNoC) as the backbone of interconnection for the estimation, characterization, 

and simulation of interconnected networks. All the techniques employed in RF/wireless 

interconnect, however, are single-input single-output based systems. As RF/wireless 

channel is used for data transmission, calculating power holds significance in the overall 

efficiency of the network. Because the radio spectrum is small, the SISO device can not 

satisfy the RF/wireless interconnect channel capacity needs without significantly 

increasing the communication spectral efficiency.   

The signal transmission over through-silicon via (TSV) connections inherently 

creates coupling interference on signal TSVs in 3D integrated circuits (ICs). These 

interventions might be a crucial factor in the design of 3D ICs and thus needs to be 

addressed. However, the system of multi-TSV channel equalization deployed in the 

digital world, which provides virtually perfect crosstalk compensation by inverting the 

effect of the individual coupling channels. Therefore, Crosstalk mitigation techniques 

are mainly based on traditional signal shielding, have been researched by using ground 

TSVs [4] or ground guard rings and coaxial TSVs [5] [6]. The loss of passive contacts is 

used to compensate for the capacitive effects of TSV interconnections and to partially 

equalize the response to the TSV frequency [7] [8]. 

Further, the approach to crosstalk compensation is provided by using optical 

signal processing to equalize the TSV voltage signals. This approach is influenced 

explicitly by the world of mobile communications, where the signals are spatially 

multiplexed, distributed over a time-dispersive multiple-input multiple-output (MIMO) 

radio channel, and eventually equalized at the receiver [9]. Whereas in comparison to 
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wireless communications, is considered as the multi-TSV channel as a MIMO channel 

and can be specifically applied to both equalization and channel estimation techniques. 

The present study also analyzed the robustness of this approach against analog-to-digital 

converter (ADC) impairments, namely ADC quantization noise and ADC clock jitter. 

Network on Chip (NoC) is an up-coming world view that adapts to the expanding 

many-sided quality and correspondence requirement of future System on Chip (SoC). 

Whereas numerous topologies with various capacities have been proposed for NoCs 

where various topologies and parameters are chosen based on different NoC 

applications. However, the present works have been modeled to the Mesh topology for 

4X4, 8X8, 16x16, 32x32, 64x64 nodes for varying packets size (0.1 and 16000Kbytes), 

queue size (5-200), link bandwidth (10-200Mbps), link propagation delay (10-200ms), 

over CBR (5 and 10Mbps) and FTP applications. Further, the performance of 

throughput and propagation delay of packets from the given source node to the 

destination node is studied for low (0.512Kbytes) and high load (64Kbytes) 

applications. Point by point, similar investigation of the reproduction brings about terms 

of latency and throughput is displayed. The outcomes can be utilized as a rule for NoC 

architects to settle on fitting decisions keeping in mind the end goal to accomplish ideal 

execution for respective applications of future wireless communications systems is to 

provide sensor data transmission high-data-rate, quality of service (QoS), low cost, 

speed of wireless access.  

 

5.2. Methodology 

The transmission rate R also is known as Channel Capacity C expressed as 

C=R=B*SE, here B is bandwidth (Hz) and SE=log2 (1+SNR) is spectral efficiency 

(bps/Hz) of modulation over the data link. The R is measured in terms of bits per 

second (bps) it can be improvised by increasing B at the expense of an area and 
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power cost. This relation is approximately linear up to a specific limit imposed by 

the technology. An alternative approach is using better modulation methods with 

higher SE, which usually non-linear in area and power due to complex digital 

modulator circuits. Further Channel capacity of the advance configuration of the 

communication systems can be enhanced by NR (number of antennas at the 

receiver) and NT (number of antennas at the transmitter) like SISO (C= B*log2 (1  + 

SNR)), SIMO (C = NR*B*log2 (1 +SNR)), MISO (C = NT*B*log2 (1 +SNR)), 

MIMO (C= min (NT,NR)*B*log2 (1 +SNR)) having a transmitter power of P with 

an average signal to noise ratio of SNR. This concludes that there is a linear 

increase in capacity with the number of transmitting antennas, which can be low 

powered channels than using a single high power channel.  

 

 

Figure. 5.1. (a) Router for 3D NoC with six bidirectional channels. (b) Router for 3D 

NoC with six bidirectional channels having more than one virtual channel for Up and 

Down ports. 

Further, the proposed FIFO buffer based router with north, south, east, west, 

up and down direction and the next end the router with up and down channels with 

more than one virtual channel to enhance the channel capacity. These channels were 

proposed to establish connections with the up-down layer in the 3D NoC 



 

Chapter.5 Page 6 
 

architectures (Figure 5.1 (a) & 5.1 (b)). Further, to develop this model, the work of 

U. Y. Orgas et al. [10] were referred to extend the model developed and to 

understand the virtual channel capacity throughput and latency at equilibrium.  

Furthermore, The average number of input buffer packets, at each input 

channel east (e), west (w), north (n), south (s), up (u), down (d) is N = [Ne, Nw,..., 

Nd]T. The arrival is Poisson distribution was considered because the equilibrium equation 

for the input buffer is valid at any given channel j is λj = Nj/τj, where τ denotes an 

incoming packet spends an average time in queue j. The average time is for packets 

waiting until the incoming packet in the other buffer of the same router, packets 

waiting for response time in the same buffer, and the residual service time provided 

from the incoming packet. And hence τj can be written as follows equation 5.1 [10]. 

RNcTTN k

P

jKK

jkjj  
 ,1

                    (5.1) 

Where the coefficients cjk represent the probability of conflict as channels j 

and k contend for the same performance, for example, The East and West channels 

compete for the North Channel. For packets served before the incoming packet, the 

first component, i.e., the average waiting time. Moreover, in addition, cij' shows the 

probability of contention between arriving packets at ports i and j in compared with 

incoming packets. Here the packet service time is T and Residual packet waiting 

time is R. Now let Ce be the row vector Ce= [Cee, Cew, Cen, Ces, Ceu, Ced] of the 

contention probabilities matrix C, where Cjj=1. Then Equation 5.1 can be written as 

equation 5.2 [10]. 

 

k

P

jKK

jkjj

jjj

NcNNCwhere

RNTCN








,1


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and    RNTCN jjjj            (5.2) 

Equation 5.2, describe the buffer's equilibrium condition in one direction, say 

east. So for the entire router, was to denote the arrival rate to the router, as shown in 

Figure5.1(a) that describe the diagonal matrix α, N describes the average number of 

packets on each input channel, the content on matrix C, and the dual time R equated 

by equation 5.3. 
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where N=[Ne,Nw,Nn,Ns, Nu,Nd]
T  

, C=[Ce,,Cw,Cn,Cs,Cu,Cd]
 T

 

 and  ]1,1,1,1,1,1[RR  T
 

Then the equilibrium condition for the number of packets overall buffer in various 

directions for the router can be written as equations 5.4, 5.5 and 5.6 [10]. 

                                                       (5.4) 

                                                        (5.5) 

  RCTN 
1

1


                       (5.6) 

 

5.2.1. Router with physical channels with multiple virtual channels 

The router model as shown in Figure 5.1, in which the total number of packets 

at the buffer of each port can be expressed in the form as in equation 5.7 [11] [12] 
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Packet contention probability C with appropriate router design specifications and 

applications such as CBR and FTP for traffic arrival rates. Further, let equation 5.6 

provides the probability of a packet coming to channel i and leaving the router via 

channel j to be fij. Then, the forwarding probability matrix can be expressed as in 

equation 5.7, where λij is the input channel i the arrival rate of traffic is routed to the 

output channel j [10]. 
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           (5.7) 

Where              
 
                    (5.8) 

If the forwarding probabilities are independent, then the probability of contention 

can be expressed in terms of forwarding probabilities is given by equation 5.9 [10], 

 

                                   
                         (5.9) 

 

The physical channels can be improvised by having multiple virtual channels, 

which can use a multiplexing method to reply the input received. In this situation, 

the average number of packets for each virtual channel can signify the router’s 

condition (Figure 5.2 (d)). Therefore the physical channel number of the router 

layout element is (P) times the physical layer number of virtual channels (V). So, it 

can further be useful equation 5.2 to compute the equilibrium condition of the 

number of packets in the buffers connected by virtual channels say up the channel 

as follows as described in equation 5.10. 
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RNCTN uuvirtualuu      (5.10) 

Where 'Tvirtual' is the service time of the virtual channels, and Cu is the 

contention vector for the upper channel. However, it is possible to make a qualitative 

comparison among the equilibrium conditions of the buffer in the physical channel 

with and without virtual channels. In general, to demonstrate that the NoC 

architecture of the virtual channel is better than the NoC physical channel 

architecture, it is a need to prove NNoc-virtual ≤NNoC-physical as given by equation 5.11 with 

the help of equation 5.7. 

    RxCTRCT physicalphysicalvirtualvirtual 
11

11


     (5.11) 

The service times Tvirtual, and Tphysical depends on the micro-architecture of the 

front-end of the router input port. Typically it consists of how many arbitration 

clock cycles are needed for buffer read/write, packet routing, machine cycle, and 

clock frequency for each operation. One should note that Mutual bus and P2P 

implementations benefit from control logic flexibility and clock frequency, and the 

clock frequency is small because of the large potential of the interconnections. In the 

case of the router with and without virtual channel logic, Tvertical and TPhysical are 

almost the same. Therefore, by considering the same rate of generation in both 

configurations, the router Capacity is enhanced in the virtual channel as explained 

earlier, and hence NNoc-virtual ≤NNoC-physical   is ascertained. 

 

5.2.2. NoC with the combinations of channels in the sphere 

The probability of contention can be expressed in terms of probability of 

routing, as seen in equation 5.7 estimating the probability of the routing. The 

maximum number of packets in the channel where the router configuration 
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dimension is the total number of input channels is the number of physical channels 

(P). Hence, making a qualitative comparison among equilibrium conditions of the 

buffer in the physical channel at various spatial spheres, as shown in Figure 5.2 (a-c) 

i.e., the channel at the centre, mid-centre, and at the periphery of 2D mesh. In 

general, the equilibrium condition for the summation of the number of packets over 

the vertical buffers in up and down directions for the router as in equation 5.12. 

 

Figure. 5.2. (a) 2 layer 3D NoC model having one vertical channel at centre sphere link; 

(b) having 4 nos. the vertical channel at mid sphere links. (c) Having 4 nos. vertical 

channel at periphery sphere links (d) 2 layer 3D NoC model having 4 number virtual 

channel at centre sphere link. 

                  
 
                               (5.12) 

Where β is the number of vertical channels at various spheres over NoC, in 

this case, β= [4],[4],[4]; in the centre, mid-centre and periphery positions 

respectively, wherein l is the number of spheres, here l = 1,2,3    β = [4],[4],[4] 

vertical channels, as there are only three-sphere in spatial dimensions of NoC mesh. 

Further, the total equilibrium condition overall sphere, i.e., periphery, mid-centre, 

and centre, can be expressed as in equation 5.13. 
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                                         (5.13) 

Here NT is a summation of the total number of packets at equilibrium over the 

various spatial sphere            (where in p= 3 in Figure 5.2(a-c)) of buffers in 

up and down directions for the router over the 2 layers. 

 

5.2.3. Latency over the Packets 

Ideal packet latency, Tideal, over the average wire length between the source 

and destination D (the Manhattan distance) with the channel bandwidth B for the 

packet size L with the propagation velocity v is given by equation 5.14 [13]. 

                                                  (5.14) 

Considering the contention probabilities C in case of packet-switched 

network, the latency over the first to last flit of the packet [13] being injected from 

source to destination node is given by equation 5.15. 

 crouter TTHBLvDL  //           (5.15)  

There, the average hop-count is H, the one-router delay is Trouter, and the 

contention delay is Tc. The H Trouter is time spent in the router coordinating the 

multiplexing of packets, while Tc is the contention delay spent waiting for the same 

port resources. The latency expression can be reduced to the objective function, as 

described in equation 5.14. For that, we have to assume that the network is 

contention-free wherein Tc = 0. Further, since links are connected in horizontal and 

vertical directions only, we use two-dimensional variables Xi,j,k, and Yi,j,k to indicate 

the wire router in x or y-direction. L and Trouter are constants. The packet latency for 

source to a destination over various routers can be summed up in the bi-directional 

variables.  Let Ti,j

m
 and Ti,j

l 
   be the packet latency in the mesh network and long-
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link (or vertical link connecting 2D NoC) network, respectively. Then the objective 

function [14] can be expressed as equation 5.16. 

                           
      

  

   

   

   

       

   

   

                            

This function described the various routes from the source to a destination 

over layers k of 3D NoC. The packets are routed over various 2D NoC layer k with 

the help of two-dimensional variables Xi,j,k, and Yi,j,k, and then delayed by the latency 

of T i,j

l
 to connect to up/down layer and continues to search the destination. As said 

earlier, if every 2-D layer is interconnected with every other 2-D layer requires huge 

numbers of global interconnect that has a detrimental effect on the overall chip 

dimension, and thus D. Hence, the reduction in the global connect over the bisection 

plain of the network is proposed as given in Figure 5.2 (a-c) over various spheres of 

the 2D NoC. So reducing the global interconnect (especially between the layers of 

2D NoC), one can reduce the routes from source to destination in the objective 

function [14]. 

 

5.3. Experiments and Results 

Case study 1 

This chapter considers some variants of 3D Mesh topologies in this paper for 

study. Here in these topologies, each switch has four neighboring switches, and a 

computing resource, hence the switch number is equivalent to the resource number. The 

resources are connected through the communication channel, which is two 

unidirectional links between a switch and a resource. Here, apply the deterministic XY 

routing algorithm. Here measure throughput as the total number of received packets by 

the destinations per unit time. Table 5.1 showed the various scenarios of 4x4 and 8x8, 

16x16, 32x32, 64x64 mesh topologies over FTP and CBR traffic applications.



 

Chapter.5 Page 13 
 

Table 5.1 Various scenarios of 4x4 and 8x8, 16x16, 32x32, 64x64 mesh topologies over FTP and CBR traffic applications.   

NoC Model Parameter Parameter Constraint applied in NS2 

Topology Mesh 

Connections Resource-Router, Router-Router 

Transmission Protocols Transmission Control Protocol (TCP) 

Routing Scheme Static 

Routing Protocol Shortest Path 

Queue Mechanism Drop Tail (FIFO) 

Simulation time 20 seconds 

Number of Nodes 
4X4 (16 nodes) and  8X8 (64 nodes), 16x16 (256 nodes), 

32x32 (1024), 64x64 (4096) 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

CBR :10Mbps; Link 

delay: 10ms; Link 

BW: 10Mbps 

Queue Size: 100; 

Varying packet size: 

0.1 to 16000 Kbytes 

CBR :10Mb/s; 

Link delay: 10ms; 

Link BW:10Mbps 

Queue Size: 5 to 

200; Fixed packet 

size: 0.512 and 64 

Kbytes 

 

CBR : 10Mb/s; Link 

delay: 10ms; Link BW 

varying: 10 to 200; 

Queue Size: 100; Fixed 

packet size: 0.512 and 64 

Kbytes 

CBR : 10Mb/s; Link delay: 

10-200ms; Link BW: 

10Mbps; Queue Size: 100; 

Fixed packet size: 0.512 and 

64 Kbytes 
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Packet Loss happens when one or more packets do not reach their destination due 

to the error introduced by the network, the contention for network link or lack of buffer 

space etc. NS-2 is an exceptionally normal and broadly utilized used tool to simulate 

and expansive territory networks. Because of likenesses amongst NoCs and networks, 

NS-2 has been a decision of numerous NoC researchers to simulate and watch the 

conduct of a NoC at a higher reflection level of design. Based on this fact, we have 

successfully simulated a 16x16 nodes 2D Mesh, 2D Torus, 3D Mesh-based NoC using 

our reliable protocol for safe delivery of packets. 

 

Scenario I: Throughput and delay calculation with varying packet size  

The link bandwidth and delay of the link were kept constant at 10Mbps and 10ms, 

and the bulk data size and constant data were generated using FTP and CBR (10Mbps) 

rate application with varying packet size generated.  

 

 

Figure. 5.3 (a) Packet size v/s Throughput for 4X4 and 8X8, 16x16, 32x32, 64x64 Mesh 

topology for CBR and FTP application. 
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It is observed (Figure 5.3 (a)) that for FTP and CBR application as the packet size 

increases throughput increases linearly initially and saturates for packet size in the range 

of 6 to 512 Kbytes per second having a maximum value of 619 Kbytes/s which is 

corresponding to 4.952Mbps (close to 50% of the bandwidth since it is the simplex link) 

and later degrades. The throughput for the 4X4, 8x8 is higher than 16X16, 32x32, and 

64x64 mesh topology, which is due to the higher length of the path.  

 

 

Figure. 5.3 (b) Delay per packet v/s Packet size for 4X4 and 8X8, 16x16, 32x32, 64x64 

Mesh topology for CBR and FTP application. 

 

Further, the study on the performance of delay (Figure.5.3 (b)) using FTP and 

CBR (10Mbps) rate applications with varying packet sizes generated. It is observed 

(Figure 5.2 (a)) that for FTP and CBR application as the packet size increases, delay 

increases slowly and is highest from the 1000 to 10,000 packet size and later drop down 

drastically. This decrease is due to a drop in the throughput from 4.952Mbps to 320 Bits 

per second. The delay for the 64x64, 32x32, 16X16 is higher than the 8x8, 4X4 mesh 

topology, which is due to higher path length. 
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Scenario II: Throughput and delay calculation with varying queue size with low and 

high load packets 

 In this scenario, each link of bandwidth was kept at 10Mbps, the propagation 

delay of each link at 10ms, the bulk data size, and constant data was generated using 

FTP and CBR (10Mbps) rate application with varying queue size from 5 to 200. It is 

observed (Figure. 5.4 (a)) that the performance of low load i.e., 0.512 Kbytes is very 

low as compared to a high load of 64 Kbytes having a factor of 4-5 times. Probably 

because at a low load of 0.512Kbytes, the network resource i.e., queues size, is not 

utilized efficiently. Also, it may be noted that within the low load, the 4X4 topology has 

higher throughput as compared to 8X8, 16x16, 32x32, 64x64 topology is due to short 

path length. Therefore holds the same for high load packets wherein the 4X4 topology 

has higher delay throughput as compared to 8X8, 16x16, 32x32, 64x64 topology is due 

to short path length.             

 

Figure. 5.4 (a) Throughput v/s Queue size for 4X4 and 8X8, 16x16, 32x32, 64x64 Mesh 

topology for CBR and FTP application. 

Similar performance was studied for transmission delay from N (0) to N (15) and 

N (0) to N (64), N (0) to N (256) source, and the destination node, respectively. While it 

is observed (Figure. 5.4 (b)) that the delay performance of low load, i.e., 0.512Kbytes is 
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very low as compared to a high load of 64 Kbytes having a factor of 4-5 times on an 

average. Due to the low load of 0.512Kbytes, the network resource, i.e., queues size, is 

not utilized efficiently. Further, it may be noted that within the low load, the 4X4 

topology has better performance over transmission delay as compared to 8X8, 16x16, 

32x32, 64x64 topology. It may be noted that the delay performance over higher load is 

saturating at the queue size of 40. Therefore, it could be the optimized size of the queue 

at that packet size of 64Kbytes. Further, it may be noted that from the queue size of 10 

to 40, the delay performance is gradually increasing linearly, and here it is again better 

performance for transmission delay over 4X4 topology as compared to 8X8, 16x16 

topology, which is due to higher path length.    

 

 

Figure. 5.4 (b) Delay per packet v/s Queue size for 4X4 and 8X8, 16x16, 32x32, 64x64 

Mesh topology for CBR and FTP application. 

 

Scenario III: Throughput and delay calculation with varying link Bandwidth for low & 

high load packets  

In this scenario, the queue size was kept 100, and the propagation delay of each 

link is at 10ms, where the bulk data size, and the constant data was generated using FTP 
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and CBR (10Mbps) rate application with varying link bandwidth from 10 to 200. 

Further, it is observed (Figure 5.5 (a)) that the throughput performance for low load, i.e., 

0.512Kbytes is very low below 100 Kbytes compared to a high load of 64 Kbytes 

having an average factor of 20-25 times. Probably due to the low load of 0.512Kbytes, 

the bandwidth is not exploited. Hence the throughput remains very low. Whereas at the 

high load of 64Kbytes, FTP performs better as compared to CBR, as the CBR rate is 

low to exploit the given bandwidth, and hence it remains saturated even after increasing 

bandwidth. While the FTP application, the bandwidth is linearly increasing as the 

bandwidth increases, and it is found to be best for 4X4 topology as compared to 8X8, 

16x16, 32x32, 64x64  topology due to path length.  

 

 

Figure. 5.5 (a) Throughput v/s Bandwidth for 4X4 and 8X8, 16x16, 32x32, 64x64 Mesh 

topology for CBR and FTP application. 

 

Further, similar performance was studied for transmission delay from N (0) to N 

(15) and N (0) to N (64), N (0) to N (256) source, and the destination node, respectively.  

It is observed (Figure 5.5 (b)) that the delay performance of low load, i.e., 0.512Kbytes 

is better as compared to a high load of 64 Kbytes having factored of 4-5 times on an 



 

Chapter.5 Page 19 
 

average between the bandwidth of 10-40 Mbps. The high performance of the 

transmission delay is due to the size of the packets 128 times smaller than the high load 

packet. Thus the initial delay is high for the low link bandwidth within 10-40 Mbps as 

for the higher load, and the bandwidth is not enough for transmission, which satisfies 

after at 40Mbps for 64Kbytes load.    

 

 

Figure. 5.5 (b) Delay per packet v/s Bandwidth for 4X4 and 8X8, 16x16, 32x32, 64x64 

Mesh topology for CBR and FTP application. 

 

Scenario IV: Throughput and delay calculation with a varying propagation delay of 

link with low & high load packets. 

In this scenario, the queue size was kept as 100, link bandwidth from 10Mbps and 

the bulk data size and the constant data was generated using FTP and CBR (10Mbps) 

rate application with varying link propagation delay each link within 10-200ms. It is 

observed (Figure 5.6 (a)) that the throughput performance for low load, i.e., 

0.512Kbytes, is very low below 100 Kbytes compared to a high load of 64 Kbytes 

factor of 4-5 times, having an average value of having an average of 400 Kbytes. 

However, the throughput of the high load decreases as the link propagation delay 
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increases. Hence, the 4X4 topology performs better compared to 8X8, 16x16, 32x32, 

64x64 due to low path length. And the decrease in performance at the higher 

propagation delay is natural and implicit.  

Similar performance was studied for transmission delay from N (0) to N (15) and 

N (0) to N (64), and N (0) to N (256) source and the destination node, respectively.  It is 

observed (Figure 5.6 (b)) that the delay performance is better over topologies as 

compared to scenarios 2 and 3, which was for high and low loads. It is found that the 

8X8 topology the delay performance is poor at 1.5-factor times. The transmission delay 

remains within the average value of 1.5ms for high load packets, i.e., 64Kbyts, using 

FTP and CBR (10Mbps) rate application. Probably due to the propagation delay 

increases, the packets transverse time matches with that of propagation delay and the 

system seem to be in unison within specific propagation link days limits.  While in other 

applications low load 8X8, 16x16 topology and 4X4 load topology, the packets delay 

performance degrades.      

 

 

Figure. 5.6  (a) Throughput v/s Link delay for 4X4 and 8X8, 16x16, 32x32, 64x64 Mesh 

topology for CBR and FTP application. 
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Figure. 5.6 (b) Delay per packet v/s Link delay for 4X4 and 8X8, 16x16, 32x32, 64x64 

Mesh topology for CBR and FTP application. 

 

Case study 2 

The study was considered for some variants of 3D mesh topologies, i.e., 2, 4, 8 

layers the simulation study. While the multilayer variants are considered to demonstrate 

the effectiveness of the TSV’s like links, between the layers. Here in the 2-D 

dimensional mesh topology, each router is routed to four nearby routers and a 

computational resource. The routers and computational resources are also related 

through communication channels. Through channel is linked unidirectional between 

routers and computational resource. Hence, the deterministic XY routing algorithm for 

routing over this topology was used. The vertical channels, i.e., up and down (refer 

Figure. 5.1 (a) and (b) for red colour links) establish a connection between the 2-

dimensional layers. The performance parameter, i.e., throughput, is the total number of 

received packets by the destinations per unit time. When one or more packets do not 

reach their destination due to the contention over a network link or lack of buffer space, 

etc. the error introduced over the network, which results in the packet loss. A standard 

tool was used to simulate small and large area networks is NS-2. Since there are 
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similarities between NoCs and networks, NS-2 is preferred by researchers to understand 

behaviours at a higher abstraction level of design. There are various topologies and 

protocols support, and even customized protocols can be incorporated. Therefore, the 

parameters for routers and links can easily be scaled to simulate the real situation a chip. 

With this understanding, stimulation of 4x4 and 18x18 nodes 3D mesh-based multilayer 

NoC for performance analysis for packets delivery. 

 

Scenario I: Evaluation of throughput and delay for  3D 18x18 Mesh NoC topology over 

varying packet size with 10-50% break-in overall links number for CBR and FTP.  

The link bandwidth and delay of the link were kept constant at 10Mbps and 10ms, 

and the bulk data size and constant data were generated using FTP and CBR (10Mbps) 

rate application with varying packet size. This case study explores the performance 

analysis throughput and delay of 2layer 3D 18x18 mesh NoC for faults over 10, 20, 30, 

40, 50% of breaking links. As more percentage of links are disturbed, the magnitude of 

the shortest path over the network increase, decreasing the throughput and increasing 

the latency (refer Figure 5.7 & Figure 5.8) over FTP and CBR applications.  

 

Figure. 5.7 Throughput v/s packet size for 2layer 18x18 3D Mesh NoC with 10, 20, 30, 

40, 50 % of breaking overall links nodes for FTP application. 
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Figure. 5.8 Delay v/s packet size for 2layer 18x18 3D Mesh NoC with 10, 20, 30, 40, 50 

% of breaking overall links over for  FTP application. 

 

Scenario II: The performance matrix for throughput and delay plot over 2 layers 3-D 

4x4 mesh topology as a function of both varying packets size and random breakdown in 

horizontal links (0-20%). Here robustness of network is demonstrated for CBR and FTP 

applications.  

 

 

(a) 



 

Chapter.5 Page 24 
 

 

(b) 

Figure. 5.9 Throughput v/s Packet size for 3D 4x4 2-layer NoC Mesh topology for 

random break-in links (0, 5, 10, 15, 20 %) (a) FTP traffic. (b) CBR traffic. 

 

The bandwidth and delay of the horizontal link are kept constant at 10Mbps and 

10ms, and the bulk data size and constant data are generated using FTP and CBR 

(10Mbps) with varying packet size (10016384kbps). However, the single vertical link 

having BW of 10MBps connecting (refer Figure 5.2 (a)) between the layers of the 3D 

NoC has been established for connectivity, which demonstrates the scenario of single 

TSV for the performance study. 

Figure 5.9 (a) & (b) and 5.10 (a) & (b) shows the total NoC throughput and delay 

performance of 2-layer 3 D mesh topology network. Figure 5.9(a) it is apparent that the 

network reaches a peak of 5MBps (50% of 10MBps as it is bidirectional) at a 

throughput of 600KBps at significant packet size of 6KB-9KB. It conveys that 3D NoC 

network throughputs perform linearly as a function of the size of the packet until the 

channel capacity is reached. The peak throughput is maintained from 6KB-1000KB for 

a 10% break-in links due to bottleneck in buffer size assigned to the routers. To be 

specific, the peak range for 20% break-in links is lower (10KB to 300KB) than the peak 
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range of 10% links. Once the channel capacity is exceeded by data rate and buffer size, 

throughput begins to decrease to the point of ruin from 1000KB onwards. As the 

number of horizontal links is disconnected in a random manner, the shortest path from 

source to destination increases due to more numbers of hops, and the throughput 

decreases further below 600KBps. Likewise, the same takeaway can be applied to the 

CBR application in Figure 5.9(b). 

Considering specifically the 20 % break-in links case in Figure 5.9(a), the average 

peak throughput value of about 550 KBps is reached at a packet size of 6KB-100KB, 

resulting in lowering throughput value as compared to 0-15 % break-in links. While 

focusing on the CBR application corresponding plot, the 20% break-in links case in 

Figure 5.9(b), peak throughput is reached at about packet size of 6KB-9KB. Therefore, 

it is a reasonable conclusion that FTP and CBR are capable of exploiting the bandwidth 

at a reasonable packet size in 2 layer 3-D NoC. 

 

 

(a) 
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(b) 

Figure. 5.10 Delay v/s Packet size for 3D 4x4 2-layer NoC Mesh topology for random 

break-in links (0, 5, 10, 15, 20 %) (a) FTP traffic. (b) CBR traffic. 

 

Packet delay is below the link delay of 10 ms) is seen up to 1000KB packets size 

over a random breakdown in horizontal links (0-20%). However, the network is not 

congested up to 1000KB packets size. It also conveys that 3-D NoC network latency 

performs linearly as the function of packet size and delay. In this view, since the 

throughput is maintained at the peak to 1000KB (Figure 5.9(a) & (b)), a seamless 

uncongested network is reached to the equivalent value of 1000KB in latency plot. 

Consider specifically the 20% break-in links case in Figure 5.10(a) for FTP traffic 25ms 

is the highest delay value obtained for 4000KB while 21ms and 17ms is the value of 

delay for 15% and 10% break-in links respectively. Above 4000KB packets size, the 

network is uncertain. Likewise, the same takeaway can be applied to the CBR 

application in Figure 5.10(b). Therefore, due to the bottleneck of the resources (like 

buffer size, link bandwidth, etc.) assigned to the routers [15]. 
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Scenario III: The performance matrix for throughput and delay over 2, 4, 6 layer 3-D 

18x18 mesh topology (648, 1296, 2592 nodes respectively) as a function of varying 

packets size is performed with the other parameters as in Scenario II in case study 2.  

The single vertical link (bandwidth of 10MBps) and multiple virtual links, which 

can be implemented using OFDM like channel multiplexing technique (five channels 

with a bandwidth of 5, 10, 20, 30, 40 MBps) connecting (refer Figure. 5.2(d)) between 

the layers of the 3D NoC have been used for connectivity, which demonstrates the 

scenario of the router with and without virtual channels as discussed in sections 5.2.1 

and 5.2.2, respectively. In 2-8 layer 18x18 NoC (four-time as in scenario II in case 

study. 2) the peak throughput is maintained up to an average of 300KBps from packet 

size of 10KB to 100KB as per the resources in place with the router as discussed in 

scenario II. With a higher number of layers and more nodes, the shortest distance 

between the source and destination node increases, increasing the latency for the packet 

and decreasing the throughput of the network. Specifically for the 2 layers, 18x18 NoC 

with zero % break-in links, the peak performance throughput range is 300KBps for the 

packet size of 11KB to 90KB, which is quite below the range of 2 layers 4x4 NoC. 

Also, the multilayer NoC throughput with-out virtual channels is always marginally 

lower than with virtual channels, as seen in Figure 5.11(a). This case study demonstrates 

the effectiveness of virtual channels over non-virtual channels, i.e., a physical channel. 

Hence, the effectiveness of additional resource, i.e., the virtual channels to enhance the 

bandwidth of the physical channel, thereby increases the performance. Likewise, the 

same takeaway can be applied to the CBR application in Figure 5.11(b). 
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(a)  

 

(b) 

Figure. 5.11 Throughput v/s Packet size for 3D 18x18 multilayer NoC Mesh topology 

without a virtual channel and with five virtual channels (5, 10, 20, 30, 40 MBps) (a) 

FTP traffic. (b) CBR traffic. 

 

From Figure 5.12 (a) & (b) the smooth traffic flow (since the packet delay is 

below the link delay of 10ms) is seen up to 400KB as compared to 1000KB as in 4x4 

NoC network for both the FTP and CBR application. Probably is due to an increase in 

latency time of the packet being delivered from source to destination, which comprises 

the average time an incoming packet spends over the shortest path. As discussed, it 

consists of packets waiting in the other router buffer (participating in the shortest path) 
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were served at the front of the incoming packet, packets waiting for connection time in 

all buffer, and the residual service time seen by an incoming packet. Since more than 

one router is participating in the routing, it is observed to increase in latency from 10ms 

to 25ms for a packet size of 1000KB as compared to Figure 5.10(a) & (b). It also 

conveys that 3-D NoC network latency performs linearly as the function of packet size 

delay.  

 

 

(a) 

 

(b) 

Figure. 5.12 Delay v/s Packet size for 3D 18x18 multilayer NoC Mesh topology without 

a virtual channel and with five virtual channels (5, 10, 20, 30, 40 MBps) (a) FTP traffic. 

(b) CBR traffic. 
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Also, in the multilayer NoC, the latency factor with virtual channels is always 

marginally higher than without virtual channels due to additional resources of virtual 

channels. Hence, the result for throughput and latency is in agreement with [17] 

effective utilization of frequency resources. 

 

Scenario IV: Evaluation of 2 layers 3-D 18x18 nodes mesh NoC for variation and 

placement of channels (i.e., vertical channels connecting layers) from various positions 

(i.e., centre, mid-sphere, and periphery over the sphere) is studied. The study is 

performed independent and combination channel modes for FTP traffic. 

Four physical channels connecting two layers placed equidistance over the spatial 

sphere, i.e., at the centre, mid sphere and periphery as seen in Figure 5.2(a), (b) & (c), 

with the bandwidth of 10MBps and propagation delay 10ms are assigned to said NoC 

network. The source and destination nodes are selected on the periphery sphere. As 

discussed, in scenario II the case study.2 from Figure 5.9 (a) network reach the peak of 

5MBps at the throughput of 600KBps at a significant packet size of 6-9KB. Therefore, 

the 2 layers 3-D 18x18 Nodes NoC, the throughput is around 500KBps at packet size 

30KB. This value is reached when the resources like buffers are fully exploited over 

participating routers in the shortest path traversal. After 30KB packet size, the 

performance degrades, as seen in Figure 5.13(a), as the bottleneck is reached. However, 

compared to scenario II in a case study. 2, the average throughput value of 250 KBps is 

observed over the packet size of 6KBps-1000KBps as compared to 600KBps. Also, 

across the 3-D routers placed over spheres from the centre, the performance is lowest 

for the central sphere router as compared to the peripheral sphere router. Specifically, as 

seen in Figure 5.13(a) the central 3-D, the router has a peak throughput of 370KBps 

while peripheral has 550KBps. This is probably due to the source, and destination nodes 

are on the peripheral sphere and are close to 3-router placed on the peripheral sphere 
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compared to central 3-router. Hence, with the entire 3-D router enabled, the throughput 

matches with the peripheral 3-D router value as the source is in close proximity to it. 

 

 

(a) 

 

 

(b) 

Figure. 5.13  (a) Throughput v/s Packet size for 2 layers 18x18 NoC Mesh Topology 

without and with virtual channel for FTP traffic (b) Delay v/s Packet size for 2 layers 

18x18 NoC Mesh Topology without and with the virtual channel for FTP traffic. 
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Similarly, the latency of the optimum packet value below the 10ms is obtained up 

to packets size of 400KB, as observed in Figure 5.13(b). The maximum latency of the 

average value of 26ms is obtained for the packet size of 2000KBps. Generally, for the 

central 3-D router, the value is 35ms, while for combination, the value is 23ms. 

Probably, due to the source and destinations are on the peripheral edge, and hence the 

shortest path XY routing algorithm on selecting one of the peripheral vertical channels 

for Z-traversal. Therefore, it concludes that in the case of packets switch network, the 

traversal over the vertical channel will be based on minimum neighborhood distance of 

the sphere placed from the source node. Such combination of vertical channel network 

can help in reducing the latency, as the directional variables Xi,j,k and Yi,j,k are minimum 

for the immediate vertical channels at the outer edge. Similar results are reported [16] 

for center architecture having much lower average packet latency compared to other 

TSV reduced architectures, and also the performance of boundary improves as the 

increase in the number of 3D routers from 25 %, 50%, and 75%. Also, for lower 

elevator percentage, the network becomes saturated in a lower ordered load such that 

the elevator percentage of 20% results in an impractical network [17]. 

 

Scenario V: Evaluation of throughput and delay for 3D & 4D 18x18 Mesh NoC 

topology over 50% faults in links over FTP. 

The link bandwidth and propagation delay of the link were kept constant at 

10mbps and 10ms. The bulk data size and consistent data were generated using FTP and 

CBR (10Mbps) application over varying packet size. While the source and the 

destination nodes were over the peripheral sphere. Hence, it was introduced to 2 layers 

of 18x18 nodes 3D & 4D Mesh NoC at 50% links faults.  
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Figure. 5.14 Throughput v/s Packet size for 2 layers 18x18 3D & 4D   Mesh NoC with 

50% of breaking overall links over topology for periphery sphere vertical channels for 

FTP application.  

 

 

Figure. 5.15 Delay v/s Packet size for 2 layers 18x18 3D & 4D   Mesh NoC with 50% 

of breaking overall links over topology for periphery sphere vertical channels for FTP 

application.  

 

The 4D NoC shows an increase in the throughput (refer Figure 5.14) as compared 

to 3D NoC model and a decrease in the latency compared to the 3D NoC model. 
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Probably due to the 4D NoC model selects the shortest path directly over the layer 

corner edges between two 3D NoC, and hence the latency also improved (refer 

Figure.5.14). Similar trends are seen over the CBR application.  

Map the source node S (i,j,k) in the neighborhood of available sphere 

(Smi.e.S1,S2,S3) while XY traversal over layer k. Here, first, for loop, identify the 

spatial sphere TSm for z-traversal for the given source node overall sphere channel 

(Sm). The second for loop identifies the vertical channel (TVm) over selected z-

traversal sphere channel (TSm) for Z-axis. 

It is considered as the Sm multilayer is 6 layers NoC model, as seen in Figure 

5.16. Let’s consider that the mesh is 19x19 node having the S2, S6, S10 at 2, 6, and 

10 spatial spheres over 19x19 NoC. Where in the central sphere is at spatial sphere 

number 2, mid-centre is at 6 and peripheral at 10. Let’s assume the source node be 

at spatial sphere number 5, i.e., n (5,y,1) and the destination node beat the sphere 4 

n(4,y,6) (as considered the spatial sphere are numbered on x-scale one can name it 

also on y-scale). Also, let s as sum the vertical channels assigned at spatial sphere 

Sn =3 be at V1 = 1, V2 = 3, V3 = 5, V4 = 7 in clockwise directions (by considering 

the reference of frame analog clock, let us assume V1=1 as 12’o clock position). 

Following the above algorithm one can derive that length (S (i, j, k) − Sm)=3; 

and length (S (i, j, k) - Sm−1)=1;  i.e., 3  ≤ 1,  where  Sm=2  and Sm−1=6 and hence 

TSm = 6 i.e., Sphere number to be traverse for the vertical link. Similarly, it can 

locate as the vertical channel Vm for traversal and can reach the destination. 
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 Algorithm for the adaptive XYZ traversal in the 3D mesh topology 

 

1: Procedure INPUT:–Read source S(i,j,k) and destination D(i,j,k) nodes over the 

layers OUTPUT:–Shortest path over the sphere of 3D mesh NoC between sources to 

destination 

2:  

3: For All Sm in the neighborhood of S (i,j,k) 

4: Select the closest spatial sphere TSm  for traversal 

5: If S (i,j,k)-Sm   S (i,j,k)- Sm-1 

6: Traversal sphere channel as TSm=Sm 

7: Else  

8: Traversal sphere channel as TSm=Sm-1  

9: End If 

10: End For 

11: 

12: For All Vm Do 

13: Select the closest vertical channel TVm for traversal 

14: If S (i,j,k) -Vmleft – S   (i,j,k)-Vmright ; 

15: TVm=Vmle ft 

16: Else 

17: TVm=Vmleft 

18: end Do 

19: End For 

20: 

21: End Procedure 
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5.4. Discussion  

The need to expedite the growth of interconnect and packaging technologies is 

required, as there is a bottleneck over system performance gains, which further, 

demands the innovation in silicon ancillary technologies. Also, to encourage more than 

Moor one has to integrate antennas with RFIC to enable phased arrays for millimeter-

wave communication [18] or even wireless router ancillary. The heterogeneous 

integration of high-density bandwidth, low-power communication for upcoming 

applications is the drivers for innovative technologies. Presently, the state of the Art, 

2.5-D integration is an assembly of multiple ICs (in a 2-D plane) over passive interposer 

substrates, such as silicon, glass, or fine-pitch organic substrates [19] [20] [21].   

The optical orthogonal frequency division multiplexing (OOFDM) multiplexing 

scheme is promising technology for the future high-capacity optical networks. Here, a 

high bit rate data stream is divided over low bit rate streams modulated over orthogonal 

subcarriers. These orthogonal subcarriers can be seen as virtual channels integrated into 

physical channels, as discussed earlier in section 5.2.2. Generally, the subcarriers are 

generated in the digital domain and hence, they consist of many subcarriers [22]. For 

example, the subcarriers are generated using coherent Wavelength-Division 

Multiplexing (WDM) systems in the fiber-optic communication system. Coherent 

WDM systems do not use training symbols but rely on blind channel estimation [23]. 

Therefore, information theory states that MIMO systems enhance the channel capacity 

when a rich scattering environment is adequately exploited. Hence, the combination of 

the MIMO techniques with OFDM for communication systems is seen as a promising 

basis for next-generation high data rate communication systems. 

Further, the transition of data needs to be between the host and the external 

memory element. As an appropriate solution for managing data transmission through 

NoC is identified. The findings obtained show that it is possible to address data faster 
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and allow for a competent method to share information by means of a specific way 

between nodes in the network and the arbiter helps to avoid conflict if it happens at all. 

As the network size grows, latency and throughput values often increase as more nodes 

appear in the picture. 

The TSV’s issues in 3D integration and demonstrated the performance of the 

multilayer (2, 4, 8 layers) 3D NoC for 18x18 mesh topology over varying packet sizes 

for FTP and CBR traffic. Further, demonstrating the robustness of the NoC networks for 

random break-in horizontal links of the two-dimensional layer. Also, the performance 

with and without the virtual channel is demonstrated for the throughput and delay over 

the fixed set of sources and destinations over the spatial sphere over mesh topology. 

However, the proposed spatial sphere-based vertical link for optimizing the TSV’s in 

3D integration for higher dimensional integrated circuits and subsequently higher 

dimensional NoCs’.  

This work reveals a spatially placed sphere-based vertical channel scheme for 3D 

NoCs to support TSV’s density optimization to enhance reliability and yield. One can 

use the XYZ traversal algorithm for the traversal over the multilayer NoC from source 

and destination node over the spatial sphere placed to connect the layers (refer Figure. 

5.16 layers Lm and spatial sphere Sm) over vertical channels. The listing of the 

algorithms is described above section. 
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Figure. 5.16 Global NoC model based on the proposed spatial sphere-based Vertical channels.
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This scheme has the potential to give optimum performance matrix after 

adaptively choosing the vertical channels over various spheres for adaptive routing 

depends on the spatial position of the source and destination nodes. Where the source and 

destinations are peripheral, then peripheral sphere vertical links have to be chosen for the 

routing the packets from one to other layers in the 3D & 4D mesh NoC and so on. Link 

utilization under uniform traffic is higher towards the centre of the NoC than its corners 

inhomogeneous 3D NoC’s. Hence, the decision over the neighborhood sphere, towards the 

central position has to be given priority over the outer sphere. Probably due to the nature of 

often used XYZ routing algorithm; central routers relay most of the traffic from different 

corners to their destinations. Hence, one can conclude that the said scheme can be a good 

toll to customized the positions of the TSV’s for 3D integration to reduce the density of the 

TSV’s  and to identify the keep-out zone parameter.  
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6.1 Conclusion 

The data traffic can rise by approximately 30 percent by 2020, which is enabled by 

current mobile technologies. There is also a need for next-generation wireless networking 

(5G) aimed at providing a maximum bandwidth and data rate at 1Tbps [1] level. Hence the 

required flexibility and data-rate can be accomplished by using a better spectral efficiency 

technology. However, the successor of 3G Technology is 4G, where Orthogonal Frequency 

Division Multiplexing (OFDM) is used as a modulation system, which offers Ultra Large 

Band connectivity for a mobile device with more power and data rate and improved 

coverage relative of 3 G Mobile [2]. 

Cisco estimated that by 2020, a total of 50 billion new connections will be a part of 

the IoT [3]. While increasing the billions of connected devices can produce a significant 

amount of data to be stored and processed. A few papers, therefore, discussed the 

possibilities of incorporating a compression algorithm into IoT devices or sensor nodes. 

Thus, compression is the optimal option for rising both storage requirements and 

input/output processes [4], hence, it is beneficial when transferring data across a network. 

The data leakage from numerous sensors and other processing devices surpass the 

capacities of all computing technologies, as the data growth trend is continuing, which is 

very tough to handle. 

Besides, data compression is one of the digital world's major signals processing 

applications, where the bandwidth is often a powerful resource. However, a challenging 

task is a compression in wireless sensor networks (WSN), which have a limited amount of 

energy. Hence the sensor nodes are densely deployed in WSN to have highly clustered data 

which contributes to the reliability of data. Due to the data from various sensor nodes, the 

traditional compression methodology is challenged in WSN. 
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The energy conservation in WSN is one of the major QoS factors towards increasing 

data transfer is the WSN's, and largest energy-consuming operation, tremendous energy 

savings can be accomplished by reducing data communication. 

Further, MIMO systems can improve the transmission efficiency and strength of the 

wireless networks without increasing the bandwidth and transmitter power of the system. 

While there are advanced wireless applications such as WLAN and WiMAX, have 

incorporated MIMO technology in their communication systems, and the MIMO platform 

is now widely included in cell 3G and 4G communications. The recent MIMO 

development researchers have focused mainly on elements of signal processing, channel 

modeling, and coding, rather than antenna design issues.  

Furthermore, Forward Error Correction (FEC) coding has now progressed from 2G 

convolution/block codes to more effective 3G Turbo codes, as key wireless communication 

expertise. The latest designers looked for help with the more complex 4G systems 

somewhere else. However, the  Low-Density, Parity-Check (LDPC) encoding format is an 

attractive intention for these schemes, due to its enormous error correction performance and 

highly parallel decoding scheme that is capable of operating super-fast 4G Technology, so 

an LDPC encoder and decoder design are built for 4G technology [5]. 

In the proposed work, the M-PSK (2, 4, 8, 16, 32), M-QAM (4, 8, 16, 32) modulation 

performance was evaluated with the Bit Error Rate (BER) and the REMSE. Hence, 

resulting in the rate of BER to decrease as increase in antennas on both transmitter and 

receiver sides. Whereas, in the case of even power, the bit error rate in the case of QAM is 

small when compared to the odd capacity, resulting in QAM to have a rather low BER. 

Further, the system output depends also on the number of transmitters and receivers. It is 

also concluded that the bit error rate of 4 transmitters and 4 MIMO receivers is smaller than 
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that of the first case when using 2 transmitters and 2 receivers. Hence, concluding that the 

BER and RMSE are very low while large numbers of transmitters and receivers are used. 

The present thesis work is carried out based on the application for network on 

chip design (NoC). Hence, the work conducted in this thesis, along with the experimental 

results, draws the following specific conclusion, listed as follows. 

The first contribution of the present work is the transmission of signals using PCA in 

the communication system. The study is also carried out the data reduction using PCA for 

an ensemble of 10, 20, 30, 40, 50 sets of signals for QPSK and QAM (2, 4, 8, 16, 32 

constellations) modulation. The RMSE and BER studies were performed for various SNR 

in the AWGN channel. Further, the experiments were carried out for 10 folds to compute 

the average RMSE and BER performance. Moreover, the performance of the AWGN 

channel with Rayleigh fading for the QPSK and QAM modulation scheme was done. Later 

the work was extended for the various configuration of MIMO for 1x1, 2x2, 3x3, 4x4 and 

demonstrated that the data transmission could be performed at the low power. Therefore, 

concluding that the PCA technique for data reduction can ensemble the sets of signals for 

efficient data communication over MIMO configurations.  

The second and third contribution is, the data communication using PCA as source 

coding over an ensemble of 10, 20, 30, 40, 50 signal sets are demonstrated for M-PSK (2, 

4, 8, 16, 32 constellations) and M-QAM (4, 8, 16, 32 constellations) modulation with LDPC 

channel coding. The same system is extended for the various configuration of MIMO, i.e., 

2x2, 3x3, and 4x4 channels. However, the assumed model is synthesized on Vertex-6 

FPGA.  

The fourth contribution is, based on the measure of NoC performance in terms of 

network delay and throughput. The NoC applications for future wireless communications 
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systems towards high BW, quality of service (QoS), low cost, speed of wireless access is 

studied and analysed.  

The technological advancement in recent days has made digital communication 

society to explore the possibility of utilizing higher data transmission. Mostly, by using 

better source coding methods along with Error Corrections Codes (LDPC) and MIMO 

channel have indicated significant potential in the data communication system, due to the 

increase in channel capacity and quality of service. The current research work presents the 

source coding using PCA for data reduction over the MIMO channel for the data 

communication system. The evaluation of the system for efficiency and reliability shows 

the significance of data communication for low power communication. 

Then outcomes of the work can be further utilized as a rule for NoC architects to 

settle on fitting decisions by considering the end goal to accomplish ideal execution for 

respective applications of future wireless communications systems to provide sensor data 

transmission high-data-rate, quality of service (QoS), low cost, speed of wireless access. 

MIMO wireless technology addresses these demands with spectral efficiency and improved 

reliability of the link. 
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