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ABSTRACT

The warming rate of the Arctic atmosphere is four times more than the

global rate. This accelerated warming is not restricted to the atmosphere but also

occurs in the ocean, with the Arctic Ocean warming at a rate more than twice

that of the global ocean. The most prominent cryospheric change associated

with this amplified Arctic warming is the rapid decrease of its sea ice extent. It

has now become a global interest among the scientific community to understand

the drivers of sea ice loss and associated feedback with local and remote impacts.

To a large extent, this warming of the Arctic Ocean has been due to the

transport of warm and saline Atlantic Water towards the Arctic Ocean. Several

studies have pointed out the effect of large-scale atmospheric circulations, such

as the North Atlantic Oscillation (NAO), on Atlantic Water transport variability.

On the other hand, the role of ocean dynamics cannot be overruled. While the

sub-polar gyre dynamics in the North Atlantic had been known as the primary

variability of Atlantic Water anomalies in the Nordic seas, recent studies show

the ocean circulation in the interior of the Nordic Seas also plays an important

role in Atlantic Water temperature variability, which ultimately end up in the

Arctic Ocean. In recent years increased heat and volume transport of Atlantic

Water have caused a significant decrease in sea ice in the Arctic Ocean.

In this thesis, sea ice variability in two key regions of the Arctic Ocean,

viz. The Greenland Sea and The Barents Sea are investigated. These two re-

gions exhibit the most prominent sea ice loss and are known to influence remote

weather and climate systems significantly.

The East Greenland Current transports most sea ice from the central Arc-

tic to the Greenland Sea. During the winter, local sea ice formation adds to the

amount of sea ice in the Greenland Sea. Here a comprehensive mechanism is

proposed by which atmospheric and oceanic circulation in this region influence

the interannual variability of winter sea ice in the Greenland Sea by modulating

both sea ice export and local sea ice formation. It is found that a low-pressure

anomaly over the Nordic Seas reduces the sea ice export in the southwestern

Greenland Sea due to stronger Ekman divergence towards the Greenland coast.



Simultaneously, it also strengthens the cyclonic Greenland Sea gyre circulation.

The combined effect of this atmospheric and oceanic circulation is reduced fresh-

water content in the southwestern Greenland Sea. The resulting weakening of

the surface stratification allows the subsurface warmer Atlantic Water, carried

by a stronger Greenland Sea gyre, to reach the surface and further reduce sea

ice formation.

In the case of the Barents Sea, the role of Atlantic Water in controlling

the extent of sea ice has been widely studied. This thesis studies two aspects

associated with sea ice variability in this region. First, the local drivers of recent

accelerated sea ice reduction in this region are investigated. It is found that

although the temperature of the Atlantic Water inflow has recently reduced, the

reduction in heat loss to the atmosphere in the southern Barents Sea has allowed

warmer waters to reach the northern Barents Sea, reducing sea ice therein. Using

sensitivity experiments with a coupled climate model, it is further shown that

sea ice reduction itself can enforce a similar atmospheric and oceanic response,

constituting positive feedback and causing accelerated sea ice decline in this

region. Secondly, remote tropical influence is studied, particularly the El-Niño

Southern Oscillation (ENSO) influence on the Barents Sea. The impact of ENSO

on the Barents Sea is realised through changes in the atmospheric teleconnection

between the tropical Pacific and the North Atlantic. However, this teleconnection

is non-stationary and found to be modulated by the low-frequency background

North Atlantic SST variability or Atlantic Multidecadal Oscillation (AMO).

Finally, the teleconnection between sea ice variability in the Barents-Kara

Sea and the Indian Summer Monsoon Rainfall (ISMR) is explored through ob-

servation and numerical modelling experiments. In general, an out-of-phase re-

lationship between ISMR and sea ice in the Barents-Kara Sea is observed on the

decadal timescale. Both observational data and numerical experiments suggest

that atmospheric circulation changes due to sea ice reduction excite hemispheric-

scale Rossby waves and set up a wave train propagating southeastward toward

subtropical Asia. When aided by adequate moisture supply from the tropical

ocean basins, the associated changes in the subtropical jet dynamics and upper-

level divergence can produce enhanced rainfall during ISMR.
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CHAPTER 1

Introduction

1.1 Teleconnection in the Global Climate

System

The general circulation of the Earth’s atmosphere is primarily driven by the

meridional temperature gradient between high and low latitudes and the coriolis

force due to Earth’s rotation. This helps to redistribute the Earth’s thermal

energy across the latitudes and maintains the planet’s energy budget. However,

the general circulation of the Earth is not uniform over space and time due to

both natural and externally forced factors. This leads to deviations in the inter-

action between the atmosphere and ocean, resulting in different climate modes or

variabilities (Fig. 1.1). These deviations are often strong enough to influence the

weather and climate patterns beyond their source regions. Further, interactions

among these climate modes over different regions are also crucial for control-

ling the extent of their impacts. Such remote influences of the climate modes are

generally referred as ‘teleconnections’, which can be defined as “significant simul-

taneous correlations between temporal fluctuations in meteorological parameters

at widely separated points on Earth” (Wallace & Gutzlar, 1981).

However, lagged correlations can be expected depending on the medium

(atmosphere and/or ocean) through which the signals from one place to the oth-

ers are transferred. While oceanic teleconnections require a longer time (several

years or decades), atmospheric teleconnections are fast and can even be realised

within a few days. A delayed atmospheric response (e.g. interannual) can be

observed if it involves oceanic adjustments. Nonetheless, teleconnection studies
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Figure 1.1. Major climatic teleconnections and their locations on a global map

have primarily relied on the statistical interpretation of records from different re-

gions over the years. While those are indispensable for detecting teleconnections,

the causal nature of interactions involved in teleconnections is often unrealised

from those. To overcome this lacuna, numerical modelling experiments can be

instrumental in identifying the physical mechanisms behind the teleconnections

and testing hypotheses on their causes and impacts.

Most prominent teleconnection patterns involve tropical climate variabili-

ties, such as El-Niño Southern Oscillation (ENSO), Madden-Jullian Oscillation

(MJO), Indian Ocean Dipole (IOD), which are strongly coupled with the atmo-

sphere and ocean and are sources of heating anomalies that can have global im-

pacts. For example, ENSO, arguably the largest heating source/sink among the

climate modes, significantly contributes to global temperature and precipitation

patterns not only in the tropics and mid-latitude regions (Trenberth et al., 1998;

Lin & Qian, 2019;) but even in the Antarctic (Turner, 2004; Rahman et al., 2019)

and the Arctic (Monks et al., 2012; Hu et al., 2016). Moreover, the climate vari-

abilities in the Atlantic and Indian Oceans can also interact with ENSO through

interbasin tropical teleconnections (Cai et al., 2019). While climate models are

uncertain about the future projections of the changes in these natural climate
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modes themselves, it is apparent that changes in the background state of the

climate due to anthropogenic forcings can alter the strength of teleconnection

patterns involving those. Furthermore, due to climate change, intricate feed-

back involving rapidly changing cryospheric components, with potential remote

implications, can become more prominent.

1.2 The Rapidly Changing Arctic

1.2.1 Arctic Amplification

Undoubtedly, the largest changes in the recent climatic conditions of the planet

are in the high northern latitudes, i.e. the Arctic, typically defined as a region

beyond the Arctic Circle ( 66 N) (Fig. 1.2). The fact that the surface air

temperature warming rate in this region is larger than the warming rate in rest

of the globe is known as “Arctic Amplification (AA)”, which is well observed in

climate data records and documented thoroughly with recent estimates showing

a four times larger rate of warming in the Arctic (Fig. 1.3; Rantanen et al.,

2022). A similar feature in the Arctic Ocean has recently been reported and

termed “Arctic Ocean Amplification” (Shu et al., 2022). Climate models project

continued amplified warming in both atmosphere and ocean in the Arctic region.

This rapid warming of the Arctic has led to abrupt changes in key cryospheric

components (viz. sea ice, permafrost, snow cover, ice sheets and glaciers, Fig.

1.2) that characterise the Arctic climate system, giving rise to complex feedbacks

among those. In some cases, these changes are much more significant compared

to other polar regions (Fig. 1.4). Several factors have been argued to contribute

to AA directly or indirectly, e.g. sea ice-albedo (Screen & Simmonds, 2010; Dai

et al., 2019), aerosols (Lambert et al., 2013), heat and moisture transports (Cai,

2005; Alexeev & Jackson, 2013) and clouds (Huang et al., 2019).

A conceptual model of AA is explained in Wendisch et al., (2023), as shown

in Fig. 1.5. The model is initiated by an increase in Arctic surface air temper-

ature due to global warming. This results in reduced sea ice (also snow over

land) and thus increases the radiative heating in the ocean during summer. The
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Figure 1.2. Map of the Arctic Ocean and its major basins with other key cryospheric
components. Arctic Circle is denoted as a black circle.
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Figure 1.3. Arctic Amplification as adopted from Rantanen et al., 2022. (a) Annual
mean temperature within Arctic circle (thick) and global average (thin) from different
data sources as shown in legends, (b) Annual mean temperature trend and (c) Ratio
of temperature trend between each grid point and global averaged temperature trend.
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Figure 1.4. Timeseries of permafrost temperature change as adopted from Bisk-
aborn et. al. (2019). (below) Timeseries of Arctic and Antarctic sea ice (source:
EGU Blogs, NSIDC)
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Figure 1.5. A conceptual model of Arctic Amplification as adopted from Wendisch
et al., (2023).

enhanced heat stored in the ocean mixed layer is further released into the atmo-

sphere, especially during fall and winter, amplifying the initial increase in surface

temperature. Thus the maximum warming trend of the Arctic surface air tem-

perature is observed during these seasons (Fig. 1.6). This positive ice-albedo

feedback is denoted in black lines in Fig. 1.5. The oceanic feedback (denoted

in brown) involves the release of more biogenic/marine aerosols and trace gases

into the atmosphere from more open ocean cover and enhanced primary pro-

ductivity. This can again contribute to larger absorption of solar radiation and

warming of the mixed layer. The atmospheric feedbacks involve both local (de-

noted in green) and remote interactions (denoted in yellow). The local processes

include enhanced greenhouse effect, positive cloud radiative forcing, and reduced

solid precipitation. The interaction with remote areas comes from a reduced

meridional temperature gradient which, through changes in the jet stream, can

allow the exchange of air masses of the Arctic and lower latitudes. Our knowl-

edge of the specific contributions made by these individual processes to AA is

constrained by the absence of continued observations, particularly across areas

covered in sea ice and open ocean.
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Figure 1.6. Trend in monthly Arctic surface air temperature (north of 66N) during
1979-2022. Data: NCEP Reanalysis.

1.2.2 Sea ice in the Arctic Ocean

Due to its potential impact on the freshwater budget and, consequently, ther-

mohaline circulation, economic (e.g., shipping route; Instanes et al., 2005; Jo-

hannessen et al., 2007) and ecological (e.g., marine productivity; Grebmeier et

al., 1995) implications, the loss of sea ice in the Arctic Ocean is arguably the

cryospheric change in the Arctic that has received the most research attention.

Also, sea ice arguably plays the defining role in Arctic Amplification (Kumar et

al. 2010; Screen & Simmonds, 2010; Dai et al., 2019). Continuous observation,

thanks to various satellite missions started in the early 1980s, has revealed a

4.5 %/decade declining trend in annual mean sea ice extent (also area) in the

Arctic. However, this declining sea ice trend has significant seasonal and spatial

variability (Onerheim et al., 2018). Over the period 1979-2022, sea ice declined

the largest in September (31%), while the lowest decline was in May (7%) (Fig.

1.7a). Climatologically, the Arctic sea ice attains its maximum in March and

minimum in September. Onerheim et al., (2018) showed that the largest contri-

bution to summer (September) sea ice loss comes from the regions which are sea

ice-covered during winter, e.g. East Siberian Sea, Chukchi Sea, Beaufort Sea,
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Figure 1.7. (Top) Month-wise decline (%) in sea ice extent between 1979 and 2022
indicated in solid bars. Note that positive values indicate sea ice reduction here. The
dashed line indicates the annual cycle for the same period. (Bottom) Trends in sea
ice extent reduction for different ocean basins (see Fig 1.2 for the locations) of the
Arctic Ocean for summer (September: solid bars) and winter (hatched bars). Data:
NSIDC

Laptev Sea, and Kara Sea (see Fig. 1.2 for regions). On the other hand, during

winter (March), regions like the Greenland Sea, Barents Sea, and Baffin Bay

contribute predominantly to sea ice loss. Comparing the magnitude of declin-

ing trends among the regions in the Arctic Ocean, the Greenland Sea and the

Barents Sea exhibit the most robust sea ice loss irrespective of the season, while

the largest declining trend is found in the Kara Sea during summer (Fig. 1.7b).

The larger declining trend in summer compared to winter indicates early spring

melting and, thus, a significant contribution of ice-albedo feedback to Arctic

sea ice decline. Although direct observational estimates of sea ice thickness are

unavailable for a longer time frame, model-based estimates consistently show a

robust reduction in sea ice thickness as well.
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1.2.3 ‘Atlantification’ of the Arctic Ocean

Apart from the feedback mechanism explained in section 1.2.1, oceanic factors

are also crucial in determining the sea ice conditions, particularly in the Barents

Sea, Kara Sea and East Siberia Sea, which are influenced by the warm Atlantic

Waters (AW) from the North Atlantic. Note that these regions are also where

the amplification rates are the strongest, suggesting a possible role of AW (Fig.

1.3).

The major pathways of the AW into the Arctic Ocean and the largest stor-

age of AW heat in the Lofoten Basin (marked in black) are shown as a schematic

in Fig. 1.8. The Norwegian Atlantic Current is a two-branched current system

that moves warm AW poleward from the North Atlantic. The eastern branch, the

Norwegian Atlantic Slope Current (NwASC), is a barotropic slope current that

follows the Norwegian shelf edge (Mork & Skagseth, 2010; Orvik & Niiler, 2002),

while the western branch, the Norwegian Atlantic Front Current (NwAFC) is to-

pographically guided from the Iceland-Faroe front. NwASC further splits, with

one branch continuing towards Fram Strait (FS) as the core of the West Spits-

bergen Current (WSC; Helland-Hansen & Nansen, 1909; Skagseth et al., 2008)

and the other branch flowing into the Barents Sea via the Barents Sea Opening

(BSO). Part of the AW from the FS is recirculated back to the Greenland Sea

before continuing its journey toward the central Arctic basin. The branch to-

wards the Barents Sea losses a substantial amount of AW heat to the atmosphere

in the southwestern Barents Sea, and the rest determines the sea ice edge in the

northern Barents Sea (Arthun et al., 2012).

Although not as fast as in the atmosphere, the Arctic Ocean has also ex-

hibited substantial warming in recent decades (Skagseth et al., 2012). To a large

extent, this warming of the Arctic Ocean has been due to the transport of warm

and saline AW towards the Arctic Ocean (Skagseth et al., 2008, Arthun et al.,

2012, Polyakov et al., 2017, Chatterjee et al., 2018, Chakif et al., 2015). The

phenomenon, termed as ‘Atlantification’ of the Arctic Ocean, is generally at-

tributed to enhanced AW influence in the Arctic Ocean, which can be caused

due to changes in the AW characteristics, its transport efficiency towards the
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Figure 1.8. Major currents in the Nordic Seas. Red/blue/green arrows indicate
Atlantic/Arctic/coastal currents. The black box represents the Lofoten Basin, storing
the largest Atlantic water heat. (Figure courtesy: Rosin P. Raj)

Arctic Ocean and also changes in the Arctic Ocean conditions which promote

enhanced AW influence.

A significant amount of sea ice loss in the Barents Sea is attributed to

a warmer and stronger inflow of AW through the BSO (Arthun et al., 2012).

However, in recent times, the role of vertical penetration of AW, which usually

remains under the local cold and fresh Arctic waters, has become more prominent

in the Barents Sea (Lind et al., 2012) and also in the East Siberian Sea (Polykaov

et al., 2017). Reduction in sea ice import or formation weakens the upper-level

stratification. It further allows the subsurface warm AW to reach the surface,

accelerating the sea ice reduction through bottom melt and/or inhibiting new

sea ice formation.

The scientific community is widely interested in comprehending the forces

that drive variability in AW pathways toward the Arctic Ocean. Several studies

have pointed out the effect of large-scale circulations, such as the North Atlantic
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Oscillation (NAO), on AW transport variability (Dickson et al., 2000; Furevik,

2001). On the other hand, the role of ocean dynamics cannot also be overruled.

While the North Atlantic sub-polar gyre had been known as a primary driver of

AW transport variability into the Nordic seas (Hatun et al., 2005), recent studies

show the interior Nordic Seas circulation also plays an important role (Lien et

al., 2013; Chakif et al., 2015; Chatterjee et al., 2018). In recent years increased

heat and volume transport of AW have caused a significant decrease in sea ice

in the Arctic Ocean (Arthun et al., 2012, Polyakov et al., 2017).

1.3 Teleconnection between the Arctic and

Global Weather & Climate

The rapid sea ice decrease in the Arctic Ocean has largely contributed to the

observed amplified warming of the Arctic climate (Screen & Simmonds, 2010;

Dai et al., 2019). The reduced meridional temperature gradient, which is partic-

ularly prominent during the winter, is often argued to influence the mid-latitude

weather through changes in the zonal winds (Francis & Vavrus, 2012; Overland

et al., 2012; Cohen et al., 2014, Walsh, 2014). Effectively, these studies associate

Arctic Amplification with the concurrent increase in the mid-latitude extreme

weather events through more frequent atmospheric blockings due to increased

waviness in the jet stream. However, the causal relationship between observed

changes in mid-latitude weather and Arctic warming is still debated (Screen et

al., 2018; Cohen et al.,2019; Blackport et al., 2019; Blackport & Screen, 2020).

The basic issue that drives this ongoing debate on Arctic and mid-latitude link-

ages is associated with internal variability in the climate, which is often treated as

a forced response from Arctic warming. For example, Blackport & Screen (2020)

argue that the observed relation between a weaker jet stream and increased

waviness, as found in earlier studies, is a manifestation of internal variability. A

weaker jet may not necessarily force the waviness in the jet stream. Nonetheless,

Smith et al., (2022) used a suit of atmosphere-only simulations with reduced sea

ice experiments in the Arctic and found a robust weakening of the zonal winds
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in the midlatitude during winter. Coumou et al. (2018) summarised the sum-

mer mid-latitude atmospheric circulation response to Arctic Amplification and

identified three major factors arising from it: 1) weaker storm tracks (Petrie et

al., 2015; Chang et al., 2016); 2) a shift in the latitude of the jet stream; and 3)

amplified quasi-stationary waves. The impact of warming in the Arctic is found

to be realised in the tropics as well. England et al., (2020) argued that reduced

sea ice in the Arctic (and also in the Antarctic) could cause significant warming

(comparable with projected warming under the RCP8.5 scenario) in the trop-

ics through changes in equatorial Pacific sea surface temperatures. Enhanced

convection over the reduced sea ice regions in the Arctic is argued to interact

with Intertropical Convergence Zone (ITCZ) and induce favourable conditions

for central Pacific ElNino (Kennel and Yulaeva, 2020). This is consistent with

a recent numerical study by Liu et al., (2022), which argues Arctic sea ice loss

may significantly contribute to causing frequent strong ElNino events in the 21st

century. Apart from these tropical teleconnections involving oceanic responses

at longer timescales, direct tropical atmospheric responses, also called “atmo-

spheric bridges”, are also evident at seasonal to interannual timescales. Sea ice

anomalies in the Barents-Kara sea regions has been shown to excite atmospheric

Rossby waves and influence the temperature and precipitation in northern China

and Tibetan Plateau regions (Wang & He 2015; Yin et al., 2019; Han et al., 2021;

Duan et al., 2022).

The ‘atmospheric bridge’ is also important in transferring high-frequency

tropical signals to the Arctic. On intraseasonal timescale, spatial variability of

Madden Julian Oscillation (MJO) is argued to have contributed to the inten-

sification of Arctic warming, particularly since the mid-1990s. Increased MJO

activity in the Pacific Ocean since the mid-1990s, induces poleward propagating

Rossby waves, which warm the Arctic surface air temperature (SAT) through an

increased poleward eddy heat flux and eddy-induced adiabatic warming (Yoo et

al., 2011). It is argued that the MJO-induced SAT warming trend can explain

10-20% of the observed SAT changes in the Arctic. Further, El-Niño Southern

Oscillation (ENSO) is also argued to influence the Arctic’s sea ice and surface

temperature on interannual timescale. In-situ observations from Arctic land-
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based observatories in the Euro-Atlantic region indicate a weakening (strength-

ening) of spring/ winter precipitation during ElNino (LaNina) events. These pre-

cipitation variabilities are consistent with changes in occurrences of forest fires

and atmospheric CO compositions (Monks et al., 2012). Further, observations

and models agree on the fact that the ENSO influence on high latitude climate

variabilities such as Arctic Oscillation and Aleutian low can change the sea ice

drift and induce spatial heterogeneity in the sea ice concentration and thickness

in the Arctic Ocean (Clancy et al., 2021). Additionally, spatial variability of

ENSO-related heating anomalies in the tropical Pacific also has differing effects

on Arctic SAT and sea ice (Hu et al., 2016; Jeong et al., 2022). In summary,

most of the studies on the tropical and Arctic teleconnections suggest that while

both direct atmospheric responses and oceanic adjustments are instrumental in

transferring signals from the Arctic to the tropics, the reverse pathway (i.e trop-

ical influence in the Arctic) is primarily through ‘atmospheric bridge’ excited

from tropical SST heating anomalies. It is imperative that with the continued

amplification of the warming in the Arctic, it can have a larger role in remote

weather and climate anomalies due to its two-way interaction with the global

climate.

1.4 The Indian Summer Monsoon & its

Extratropical Teleconnections

The Indian Summer Monsoon (ISM) rainfall, contributing to more than 70%

of the nation’s annual precipitation, largely shapes the nation’s economy and

socioeconomic development plans. It also helps to meet the enormous demand for

water from billions of people whose livelihood depends heavily on water resources.

Over the decades, numerous studies have contributed to understanding the basic

large-scale drivers of ISM. In recent times its strong coupling with the land

surface (e.g. vegetation, urbanisation, soil moisture) are also being highlighted

(Shastri et al., 2015; Halder et al., 2016; Singh et al., 2016; Paul et al., 2018;

Mohanty et al., 2023; Samuel et al., 2023). Here, the large-scale drivers of ISM
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circulation and its remote teleconnections are briefly discussed.

ISM is generally characterized by seasonal reversal of winds over the north-

ern Indian Ocean due to contrasting heating patterns over the ocean and land-

mass. The rapid heating of the continent during the summer months (JJAS)

sets up a cross-equatorial pressure gradient and drives a low-level jet bringing

abundant moisture from the ocean to produce rainfall (Fig. 1.9). While this

land-ocean thermal contrast is key for the onset of the ISM rainfall, during the

monsoon season, the north-south tropospheric temperature gradient plays the

major driving role in sustaining this circulation. The upper atmospheric dynam-

ical forcing that drives the ISM circulation features a strong outflow due to the

intensification of the South Asian High (SAH), associated with the northward

shift of subtropical westerly jet (STJ) and establishment of Tropical Easterly Jet

over peninsular India (Fig. 1.9). Thus the deep vertical structure of the ISM

circulation exhibits a strong low-level convergence and upper-level divergence

facilitating convection and precipitation.

The remote sources of ISM rainfall variabilities across the timescales are

most profound in tropical ocean basins. The intraseasonal variabilities of ISM

rainfall are characterised by a 10-20 days fluctuation between ‘active’ (strong

rainfall) and ‘break’ (weak rainfall) phases associated with north-northwest ward

moving rain-bearing weather systems, known as Monsoon Intraseasonal Oscilla-

tion (MISO) (Goswami & Mohan, 2001). MISO is known to have a significant

impact from Madden-Julian Oscillation (MJO), the strongest coupled ocean-

atmospheric phenomenon at this intraseasonal timescale, characterised by the

eastward movement of convection from the Indian Ocean towards the Pacific

Ocean (Hendon and Salby, 1994; Madden and Julian, 1994). The length of the

active and break phases, which have a potential contribution to total seasonal

rainfall, is influenced by the strength and location of MJO activity (Joseph et

al., 2009; Dey et al., 2022) with a far eastern position of MJO (in the vicinity of

western pacific) inducing long break phases. On an interannual timescale, ENSO

explains roughly 20-30% of interannual variability in ISM rainfall with significant

temporal variations (Krishna Kumar et al., 1999; Yang & Huang, 2021). Apart

from ENSO, tropical Indian (Saji et al., 1999; Ashok et al., 2001; Ashok et al.,
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Figure 1.9. Climatological (1979-2017) JJAS precipitation rate (shade, mm/d), 850
mb winds (vectors) and zonal winds at 150 mb (red contours). For clarity, only 25
m/s (solid) and -25 m/s (dashed) contours are shown. Data: IMD (precipitation),
ERA5 (winds).
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2004) and North Atlantic SST variabilities (Kucharski et al., 2009; Pottapinjara

et al., 2014, Goswami et al., 2022; Borah et al., 2022) also significantly con-

tribute to the ISM rainfall variability. Decadal to multidecadal SST variabilities

of tropical as well as extratropical ocean basins are also known to influence the

low-frequency variability of ISM (Krishnan & Sugi, 2003; Goswami et al., 2006,

2022; Wang et al., 2009; Vibhute et al., 2020).

Of particular interest to this study are the extratropical teleconnections of

ISM, highlighted below. A positive phase of Atlantic Multidecadal Oscillation

(AMO), characterised by warm North Atlantic SST, is argued to enhance the

ISM rainfall by altering the tropospheric temperature gradient (Goswami et al.,

2006). Other studies argue that the positive relation between AMO and ISM

rainfall arises from the atmospheric bridge set up by Rossby wave train from

northern Europe towards southeast Asia (Li et al., 2008; Luo et al., 2011), which

is also effective in interannual timescale (Ding & Wang, 2005). These upper-level

anomalies induce divergence and enhance the low-level convergence and rainfall

over northern India. A warm phase of the Pacific Decadal Oscillation (PDO) is

argued to reduce the ISM rainfall through inter-basin variability with tropical

and southern Indian Ocean (Krishnan & Sugi, 2003). Further, they argue that

the magnitude of this influence is likely to be amplified when ENSO is in-phase

with PDO. Chattopadhay et al., (2015) further suggested the SST variability in

the North Pacific and Atlantic Ocean can be a potential source of sub-seasonal

ISM rainfall predictability owing to their influence on tropospheric temperature

over Eurasia, which further influences the large-scale ISM circulation and rainfall.

Apart from SST variability, seasonal snow cover variability in Eurasia can also

influence the ISM rainfall through its influence on soil moisture which, due to its

prolonged memory, can alter the subtropical jet in the following summer, causing

changes in ISM rainfall strength (Halder & Dirmeyer 2016).

However, the strength of these teleconnections is not uniform over time and

varies with the mean state of the climate, often dictated by low-frequency vari-

ability in the oceans. Changes in the strength of the remote climate modes (e.g

ENSO amplitudes), interactions among the climate modes, and regional climate

changes can also affect the extent to which the remote forcing can influence the
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ISM rainfall. The extratropical sources of ISM rainfall variability, such as AMO

and Eurasian snow cover, have exhibited a weakened relation in recent decades.

Continued Indian Ocean warming, along with a weakening of the North Atlantic

Subtropical High (Sandeep et al., 2022) and weakened tropospheric tempera-

ture gradient (Luo et al., 2017), have been argued as the causes the weakening

of AMO-ISM rainfall relation in recent decades. Further, the reduction in snow

cover in Eurasia has weakened the Eurasian snow cover and ISM rainfall relation-

ship (Zhang et al., 2019). Therefore continuous investigation of remote sources

of ISM variability and understanding their temporal variations are essential for

addressing ISM rainfall spatio-temporal variability at different timescales.

Regarding teleconnection between Arctic sea ice and ISM rainfall, evidence

exists of both-way relations between those at varying timescales. Krishnamurti

et al. (2015) showed that the huge amount of latent heat released from deep

convective activities during extreme precipitation events over northwest India

and adjacent regions could travel up to the Canadian Arctic region within a

few days time and melt the sea ice therein. On an interannual time scale, the

circumglobal teleconnection pattern excited by ISM rainfall (Ding &Wang, 2005)

can travel to the high latitude northern hemisphere and influences the large-scale

atmospheric circulation pattern. Resulting changes in the wind-driven sea ice

drift effectively influence the spatial pattern of sea ice distribution in the Arctic

Ocean (Grunseich & Wang, 2016). Sundaram & Holland (2022) found a similar

spatial sea ice pattern with increased (decreased) sea ice in the western Arctic and

reduced (increased) sea ice in the eastern Arctic associated with strong (weak)

ISM rainfall.

On the other hand, Prabhu et al., (2018) argued that a reduction in au-

tumn sea ice in the Greenland Sea could weaken the ISM rainfall due to de-

layed response through the central pacific ocean. On a relatively long, millenium

timescale, using sediment proxies from the vicinity of the Barents- Kara Sea

region in the eastern Arctic, Kumar et al., (2023) showed that warm Arctic (re-

duced sea ice) epochs are associated with strong ISM rainfall through changes

in the tropospheric temperature. Thus it is apparent that the Arctic sea ice and

ISM teleconnection may largely depend on the timescale and also on the spatial
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consideration of sea ice. Modelling studies have been limited due to the poor

representation of sea ice and its associated feedback in the global climate models

used for monsoon studies. With recent developments in sea ice representation

in these models and growing observational records, more studies are expected to

enhance our understanding of the critical relationship between these two impor-

tant climatic features, Arctic sea ice and ISM rainfall. Given this, by pursuing

the objectives stated in the next section, this thesis intends to shed light on

the mechanisms responsible for reported rapid fluctuations in Arctic sea ice and

their potential impact on ISM rainfall using observational records and numerical

modelling studies.

1.5 Objectives

Based on the discussions above on our current understanding of Arctic sea ice

changes and its potential linkage with ISM rainfall, this thesis proposes two

major objectives:

1. Understanding of the changes in large-scale atmospheric and oceanic cir-

culations in the Arctic-sub Arctic region associated with sea ice variability.

Here the causes of sea ice variability, particularly in the Greenland Sea and

Barents-Kara Sea region of the Arctic Ocean, are addressed(Fig 1.2). The

choice of these two regions is based on the facts that (i) the Greenland

Sea and the Barents Sea exhibit the most robust sea ice loss irrespective

of the seasons, and the largest declining trend is found in the Kara Sea

during summer (Fig. 1.7b) and (ii) While the role of Greenland sea ice

in modulating the ISM rainfall is already known (Prabhu et al., 2018),

Barents-Kara Sea region is has been shown as a hotspot in terms of its

potential linkage to lower latitudes.

2. Identification of the relationship between Arctic sea ice and Indian Monsoon

characteristics and possible mechanisms.

Using observation and numerical experiments, the relationship between sea
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ice in the Bartents-Kara sea region and Indian Summer Monsoon and the

physical mechanism driving it are investigated.

1.6 Thesis outline

Chapter 1, with the general ‘Introduction’, is followed by Chapter 2, where all

the data used in this thesis are described. The methods used in individual studies

are explained in corresponding chapters.

Chapter 3 deals with the causes of interannual variability in sea ice

over the Greenland Sea region. The results of this study are published in a

peer-reviewed journal: Chatterjee, S., Raj, R. P., Bertino, L., Mernild, S. H.,

Puthukkottu Subeesh, M., Murukesh, N., Ravichandran, M. (2021). Combined

influence of oceanic and atmospheric circulations on Greenland sea ice concentra-

tion. The Cryosphere, 15(3), 1307–1319. https://doi.org/10.5194/TC-15-1307-

2021.

Factors contributing to sea ice variability in the Barents-Kara Sea region

and their association with large-scale circulation are studied in Chapter 4,

divided into two parts: i) Remote forcing: Non-stationary response of Atlantic

water inflow in the Barents Sea Opening to ENSO during 1979-2020 and ii) Local

forcing: Role of sea ice in driving atmosphere-ocean feedbacks in the Barents Sea.

Chapters 5 and 6 include studies on the impact of sea ice variability in

the Barents-Kara Sea on the ISM rainfall. Chapter 5 has been published in

a peer-reviewed journal: Chatterjee S., Ravichandran, M., Murukesh, N., Raj,

R. P. Johannessen, O. M.A possible relation between Arctic sea ice and late

season Indian Summer Monsoon Rainfall extremes, npj Clim. Atmos. Sci. 4,36,

https://doi.org/10.1038/s41612-021-00191-w (2021).

The summary and conclusion from the studies included in this thesis are

presented in Chapter 7, with future research recommendations.
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CHAPTER 2

Datasets

2.1 Ocean & Sea ice

2.1.1 Satellite Observation

Sea ice parameters are obtained from National Snow and Ice Data Center

(NSIDC) (https://nsidc.org). If not provided, all data are first converted to

monthly mean values. Satellite observation of sea ice concentration (SIC)

for the period 1979-2021 is taken from the Nimbus-7 SMMR and DMSP

SSM/I-SSMIS Passive Microwave Data, Version 1 (https://nsidc.org/data/nsidc-

0051/versions/1) (Cavalieri et al., 1996). The sensors used to produce this data

include the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR),

the Defence Meteorological Satellite Programme (DMSP) -F8, -F11, and -F13

Special Sensor Microwave/Imagers (SSM/Is), and the DMSP-F17 Special Sensor

Microwave Imager/Sounder (SSMIS). The data are provided in polar stereo-

graphic projection with 25 x 25 km grid cells. This provides a consistent time

series of sea ice concentrations (the fraction of a grid cell covered by sea ice) in

both polar regions. The NASA Team algorithm developed by the Oceans and Ice

Branch, Laboratory for Hydrospheric Processes at NASA Goddard Space Flight

Centre (GSFC) is used to generate the data.

For a longer time coverage of SIC, prior to the satellite period starting from

1979, Gridded Monthly Sea Ice Extent and Concentration, 1850 Onward, Version

2 (G10010) data were used (https://nsidc.org/data/g10010/versions/2) (Walsh
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et al., 2019). This monthly gridded sea ice concentration product, which began

in 1850, is based on observations from historical sources, e.g. ship observations,

compilations by navy oceanographers, analysis by national ice agencies, and other

forms of historical observations. The monthly sea ice concentration is provided

on a 0.25 by 0.25 degree horizontal resolution.

Daily sea ice drift vectors are obtained from Polar Pathfinder Daily 25km

EASE-Grid Sea Ice Motion Vectors, Version 4 (https://nsidc.org/data/nsidc-

0116/versions/4) (Tschudi et al., 2019). This product uses brightness tempera-

ture and sea ice concentration from different sensors, along with NCEP/NCAR

reanalysis surface winds and satellite tracking of buoys placed on sea ice to de-

rive the u and v components of the sea ice drift. The data covering the period

1979-2021 are provided at a 25km grid resolution.

2.1.2 Reanalysis

TOPAZ4

Monthly mean 4-dimensional oceanic data used in this study was from

TOPAZ4, a coupled regional ocean and sea ice data assimilation system for the

North Atlantic and the Arctic. TOPAZ4 is based on the HYbrid Coordinate

Ocean Model (HYCOM, with 28 hybrid z-isopycnal layers at a horizontal reso-

lution of 12 to 16 km in the Nordic Seas and the Arctic) and ensemble Kalman

filter data assimilation, the results of which have previously been evaluated (Lien

et al., 2016; Xie et al., 2017; Chatterjee et al., 2018). TOPAZ4 is the Arctic com-

ponent of the Copernicus Marine Environment Monitoring Service (CMEMS),

and it is driven by ERA-Interim reanalysis and assimilates observations from

several platforms weekly. Xie et al. (2017) discuss the comprehensive setup and

performance of the TOPAZ4 reanalysis, including the counts of observations and

temporal fluctuations in data counts. The assimilation of Argo profiles, research

cruise conductivity-temperature-depth (CTDs) from the Institute of Oceanology

Polish Academy of Science (IOPAS) and Alfred Wegener Institute (AWI; Sakov

et al., 2012), satellite sea ice concentration, sea surface temperature, and sea

level anomaly from the CMEMS platforms are used for the assimilation.
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ORAS5

ECMWF’s Ocean Reanalysis Sys-

tem 5 (ORAS5; https://www.ecmwf.int/en/research/climate-reanalysis/ocean-

reanalysis) provides an estimate of the historical ocean state from 1979 to the

present for the global ocean on a 0.25 by 0.25-degree horizontal resolution.

ORAS5 is based on the community ocean model NEMO version 3.4.1 with its

sea ice component LIM2 (the Louvain-la-Neuve sea-ice model version 2), rep-

resenting the dynamic and thermodynamic sea-ice evolution. Heat, momentum

and freshwater fluxes are used to force the ocean model from different ECMWF

atmospheric reanalyses (based on their temporal coverage) and recently from

ECMWF operational NWP. Observations from temperature and salinity pro-

files, sea-ice concentration and along-track sea-level anomalies from altimeter

are assimilated using the NEMOVAR system.

2.2 Atmospheric Reanalysis

ERA5

Monthly means of atmospheric variables are obtained from ECMWF

Reanalysis v5 (ERA5; https://www.ecmwf.int/en/forecasts/dataset/ecmwf-

reanalysis-v5). The data used in this study are at 0.25 by 0.25-degree horizontal

resolution with temporal coverage from 1940-2021. ERA5 is produced using 4D-

Var data assimilation and model forecasts in CY41R2 of the ECMWF Integrated

Forecast System.

2.3 Numerical Models

Numerical model simulations are used to decipher the impact of sea ice changes

in local and remote processes. The idealised experiments used here complement

the observational findings, which alone may not be enough to drive conclusions

on the causal mechanism and may have considerable sampling uncertainties.

The experiments are obtained from Polar Amplification Model Intercomparison
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Project (PAMIP) (Smith et al., 2019). PAMIP, endorsed by Coupled Model In-

tercomparison Project Phase-6 (CMIP6), designed coordinated experiments to

identify the possible influence of sea ice on regional and remote atmospheric cir-

culation and to improve our understanding of the causality and mechanisms of

those relationships. The basic idea is to compare two sets of climate model runs

(both coupled and atmosphere-only versions) with climatological and reduced

sea ice initial conditions. Differences between these two experiments are eventu-

ally treated as only the contribution from sea ice changes. In the first simulation,

the SST and SIC represent present-day conditions (1979-2008 climatology). The

second simulation is forced with reduced SIC values in the Arctic region, corre-

sponding to a 2 deg C global warming scenario. SSTs in this experiment are the

same as in the first experiment except where sea ice is lost, in which case future

SSTs are imposed. The outputs of these modelling experiments are obtained

from https://esgf-node.llnl.gov/projects/esgf-llnl/. The list of models used with

the above configurations and their specifications are tabulated below:
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Figure 2.1. Details of models and experiments used in this study.
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CHAPTER 3

Drivers of interannual sea ice variability

in the Greenland Sea

3.1 Chapter Summary

The amount and spatial extent of Greenland Sea (GS) ice are primarily con-

trolled by the sea ice export across the Fram Strait (FS) and by local seasonal

sea ice formation, melting, and sea ice dynamics. In this study, using satellite

passive microwave sea ice observations, atmospheric and a coupled ocean-sea ice

reanalysis system, TOPAZ4, it is shown that both the atmospheric and oceanic

circulation in the Nordic Seas (NS) act in tandem to explain the sea ice con-

centration (SIC) variability in the south-western GS. Northerly wind anomalies

associated with anomalous low SLP over the NS reduce the sea ice export in

the southwestern GS due to the westward Ekman drift of sea ice. On the other

hand, the positive wind stress curl strengthens the cyclonic Greenland Sea Gyre

(GSG) circulation in the central GS. An intensified GSG circulation may result

in stronger Ekman divergence of surface cold and fresh waters away from the

southwestern GS. Both these processes can reduce the freshwater content and

weaken the upper ocean stratification in the southwestern GS. At the same time,

warm and saline Atlantic Water (AW) anomalies are recirculated from the FS

region to south-western GS by a stronger GSG circulation. Under a weakly strat-

ified condition, enhanced vertical mixing of these subsurface AW anomalies can

warm the surface waters and inhibit new sea ice formation, further reducing the

SIC in the southwestern GS.
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3.2 Introduction

The freshwaters in the GS play an important part in Nordic Seas overflow (Huang

et al., 2020), which constitutes the lower limb of the Atlantic meridional over-

turning circulation (Chafik and Rossby 2019). The freshwater content in this

region is largely driven by the amount of sea ice therein (Aagaard & Carmack

1989). Sea ice in the GS is also important in determining shipping routes (In-

stanes et al. 2005; Johannessen et al. 2007) and the regional marine ecosystem

due to its impact on light availability (Grebmeier et al. 1995). Most of the sea ice

in the GS is exported from the central Arctic Ocean across the Fram Strait (FS)

and is largely controlled by the sea ice drift with the Transpolar Drift current

(Zamani et al. 2019). Anomalous sea ice export through the FS is associated

with events like the ‘Great Salinity Anomaly’ (Dickson et al. 1988), which can

impact the freshwater content in the Nordic Seas. Therefore, it is evident that

the changes in sea ice export through the FS influence the GS sea ice and thus

the freshwater availability in the Nordic Seas (Belkin et al. 1998; Dickson et al.

1988; Serreze et al. 2006).

Even though it is one of the main mechanisms contributing to the overall

SIC in the GS, the relationship between sea ice export through FS and SIC

variability in the GS is not very robust (Kern et al. 2010). This further points

to the importance of local sea ice formation and sea ice dynamics in the GS.

The impact of these processes can be realized prominently in the marginal ice

zone (MIZ) in the southwestern GS and the ‘Odden’ region in central GS (see

Fig. 3.1 for approximate locations of the regions). These regions have exhibited

strong negative SIC trends during recent decades (Rogers and Hung, 2008; see

also Fig. 1a in Selyuzhenok et al. 2020). Changes in sea ice of this region

can modify the deep water convection by influencing both the heat and salt

budgets (Shuchman et al. 1998). Selyuzhenok et al. (2020) found that despite

increasing sea ice export through the FS, the overall sea ice volume (SIV) in the

GS has been decreasing during the period 1979–2016. They further attributed

the interannual variability and decreasing trend of SIV to local oceanic processes,

more precisely, warmer AW temperatures in the Nordic Seas. Further local
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meteorological parameters, e.g. air temperature, wind speed and direction along

with oceanic waves, eddies have also been found to influence the sea ice properties

in the central GS (Campbell et al. 1987; Johannessen et al. 1987; Wadhams et

al. 1996; Shuchman et al. 1998; Toudal 1999; Comiso et al., 2001).

Besides the local factors, sea ice in the GS also responds to large-scale

atmospheric forcing. For example, a high sea level pressure (SLP) anomaly over

the NS results in anomalous southerly wind in the GS. The associated Ekman

drift towards the central GS may assist the eastward sea ice expansion and SIC

increase in the central GS (Germe et al. 2011). Selyuzhenok et al. (2020)

also argued that consistent positive North Atlantic Oscillation (NAO) forcing

in recent decades has led to warmer AW in the Nordic Seas and resulted in a

declining sea ice volume trend. However, the response of Nordic Seas circulation

to the atmospheric forcing and the mechanism through which it can influence

the SIC in GS is not studied in detail.

The Greenland Sea Gyre (GSG) is a prominent large-scale feature of the

Nordic Seas circulation and can be identified as a cyclonic circulation in the cen-

tral GS basin (Fig. 3.1). It is known to respond to the atmospheric forcing in

the NS and contribute to AW heat distribution in the Nordic Seas (Hatterman

et al. 2016; Chatterjee et al. 2018). A stronger GSG circulation increases the

AW temperature in the FS by modifying the northward AW transport on its

eastern side (Chatterjee et al. 2018). A simultaneous increase in its southward

flowing western branch, constituting the southern recirculation pathway of AW

(Hattermann et al. 2016; Jeansson et al. 2017), can increase the heat content in

the south-western GS through a stronger and warmer recirculation of AW (Chat-

terjee et al. 2018). The return AW, even after significant modification, remains

denser than the local cold and fresh surface waters and thus mostly remains in

the subsurface (Schlichtholz & Houssais 1999; Eldevik et al. 2009). However, en-

hanced vertical winter mixing can cause warming of the surface waters in the GS

(V̊age et al., 2018). Further, the eastward flowing Jan Mayen Current (JMC),

originating from the East Greenland Current (EGC), constitutes the southwest-

ern closing branch of the cyclonic GSG circulation in the GS (Fig. 3.11b). The

east-ward extension of the cold and fresh JMC into the central GS basin helps in
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Figure 3.1. Winter-mean (DJF) barotropic stream function for the period
1991–2017. The region marked in red indicates the Nordic Seas region. The purple
line shows the mean DJF sea ice extent for the study period. (b) Schematic of the
major currents discussed in the text. JMC: Jan Mayen Current; EGC: East Green-
land Current; GSG: Greenland Sea Gyre. Warm currents are drawn in red, and cold
currents are in blue. Black contours show bottom topography drawn every 1000m.
The thick black contour indicates the 3000m isobath. The marked region in dark
green is used to calculate the “gyre index” as detailed in the next section. (c) The
blue line indicates the gyre index used in this study, and the red line shows the annual
cycle of the strength of GSG circulation determined by averaging barotropic stream
function within the 3000m isobath in the region marked in (b).
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both new sea ice formation and the advection of sea ice from the EGC (Wadhams

& Comiso 1999). GSG circulation changes and AW recirculation in the GS may

also influence the JMC strength and temperature. Thus, given the potential role

of GSG in modifying the oceanic conditions, it is important to understand how

the response of GSG circulation to the atmospheric forcing can influence the SIC

in the GS.

This study hypothesises that the interannual winter mean SIC variability

in GS can be explained by the combined influence of atmospheric and oceanic cir-

culations, more precisely, the GSG circulation. Using a combination of satellite

passive microwave SIC, coupled sea ice-ocean reanalysis and atmospheric reanal-

ysis data, we show that GSG dynamics and resulting AW transport in the GS can

potentially influence the SIC in the south-western GS. Further, it is also shown

that the atmospheric circulation associated with the GSG circulation variability

provides favourable conditions for the GSG’s control of the SIC variability in the

southwestern GS region.

3.3 Data

3.3.1 Atmopsheric data

Monthly mean sea level pressure (SLP) data was obtained from the ERA-Interim

reanalysis (Dee et al. 2011) for the period 1991–2017 on a 0.5 by 0.5 degree grid

resolution. Monthly anomalies were calculated from the monthly climatology

field using the full-time period (1991–2017) and were averaged for December-

January-February (DJF). For the linear regression analysis, the DJF averaged

anomalies were detrended.

3.3.2 Oceanic data

Monthly mean oceanic data used in this study were taken from TOPAZ4, a

coupled ocean and sea ice data assimilation system for the North Atlantic and

the Arctic. TOPAZ4 is based on the Hybrid Coordinate Ocean Model (HYCOM,
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with 28 hybrid z-isopycnal layers at a horizontal resolution of 12 to 16 km in the

Nordic Seas and the Arctic) and Ensemble Kalman Filter data assimilation, the

results of which have been evaluated in earlier studies (Lien et al. 2016; Xie

et al. 2017; Chatterjee et al. 2018; Raj et al. 2019). TOPAZ4 represents the

Arctic component of the Copernicus Marine Environment Monitoring Service

(CMEMS) and is forced by ERA Interim reanalysis and assimilates (every week)

observations from different platforms. The detailed setup and performance of

the TOPAZ4 reanalysis, including the counts of observations and the temporal

variations of the data counts are described in Xie et al. (2017). Of particular

relevance for GS are the assimilation of Argo profiles, research cruises CTDs from

Institute of Oceanology Polish Academy of Science (IOPAS) and Alfred-Wegener

Institute (AWI) (Sakov et al. 2012), satellite sea ice concentration, sea surface

temperature and sea level anomaly from the CMEMS platforms.

3.3.3 Sea ice data

Monthly mean sea ice concentrations (SIC) from Nimbus-7 SMMR and DMSP

SSM/I-SSMIS Passive Microwave Data, Version 1 (Cavalieri et al. 1996) were

obtained from the National Snow and Ice Data Centre for the period 1991–2017.

The dataset provides a continuous time series of SIC on a polar projection at

a grid-scale size of 25km by 25km. Sea ice velocity data was taken from the

Polar Pathfinder Daily 25 km EASE-Grid Sea Ice Motion Vectors (Tschudi et

al. 2019).

3.3.4 Methods and Evaluation of TOPAZ4

The strength of the GSG circulation was estimated by area-averaging the winter-

mean (DJF) barotropic stream function anomalies within the 3000m isobath in

the region 73 N:78 N; 12 W:9 E (as marked with green box in Fig. 3.1b).

The area-averaged values were then standardized over the complete time period

1991–2017 to estimate the ‘gyre index’ (Fig. 3.1c). In this study, the focus

was only on the winter (DJF) season as the local sea ice in GS can only form

during winter and the strength of the GSG circulation peaks during winter as well
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Figure 3.2. Standard deviations of DJF monthly mean sea ice concentration for the
period 1991–2017 from (a) satellite observations and (b) TOPAZ4 reanalysis. The
red box with high values is drawn over the region 72 − 75◦ N, 18 − 10◦W and is
referred to as the southwestern GS hereafter.

(Fig. 3.1c). Composite analysis of DJF mean potential temperature anomaly

was performed by averaging the same for strong and weak gyre index years,

which were determined when the gyre index crossed the 0.75 and -0.75 mark,

respectively. The 0.75 threshold was chosen to consider only the sufficiently

strong/weak gyre circulation periods. All regression and correlation analyses

were performed throughout the article with the detrended time series for the

corresponding variables. Freshwater content was calculated using the following

formula∫
z
(Sr−S)

Sr
dz

where, S is salinity and the reference salinity (Sr) is chosen as 34.8 psu.

The standard deviation of winter-mean DJF SIC, in both observation and

TOPAZ4, showed high variability along the MIZ in the southwestern GS and the

Odden region in central GS (Fig. 3.2). Note that the TOPAZ4 reanalysis data

exhibits a more confined MIZ than observations, which is a known model defi-

ciency (Sakov et al. 2012). The sea ice model (Hunke and Dukowicz, 1997), used

in TOPAZ4, has a narrower transition zone between the pack ice and the open
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Figure 3.3. Hovmöller (longitude–time) diagram of the SST (°C; a, b) and SSS
(psu; c, d) over the region over 72− 75◦ N, 18− 10◦W in the south-western GS as
marked in Fig. 3.2. Panels (a) and (c) are for TOPAZ4, and (b) and (d) are for EN4
observations. In all cases, data were smoothed with a 1-year running mean.

ocean. Although assimilation of the sea ice observations does slightly improve

the position of MIZ in TOPAZ4 compared to observation, the sharp transition in

a narrow band still remains, which could have resulted in higher standard devia-

tions in a narrow MIZ of TOPAZ4 as observed in Fig. 3.2b. However, as we will

find in the next section, the sea ice response to the atmospheric and oceanic pro-

cesses explained in the study can be significantly found in both the observation

and TOPAZ4, with slightly higher signals along the MIZ in TOPAZ4. Thus, the

higher signal-to-noise ratio in TOPAZ4 should not affect the qualitative aspects

of the processes and their influence on SIC, which is the study’s main objective.

To evaluate the oceanic conditions in TOPAZ4, temperature and salinity

observations were obtained from EN4 (version 4.2.1) quality-controlled analyses

with Levitus et al. (2009) corrections applied. Here, the oceanic parameters

in a region (as marked in Fig. 3.2) in the southwestern GS were chosen as in

this region, the standard deviation of the SIC is found to be maximum both in
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Figure 3.4. Comparison between EN4 observation (red lines) and TOPAZ4 (blue
lines). Monthly mean (thin lines) and 1-year running mean (thick lines) of potential
temperature (a, c), salinity (b, d), and stratification index (e, difference of potential
density between 200m and surface) averaged over 72−75◦ N, 18−10◦W in the south-
western GS as marked in Fig. 3. Panels (a, b) are for the 0–50m depth average and
(c, d) for the 100–400m depth average. (f) DJF mean sea ice concentration in the
same region from satellite observations (red) and TOPAZ4 (blue). .
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TOPAZ4 and observations. Also, it is shown in the next section that the SIC

response to the processes described here is most profound in this region. Fig.

3.3 shows the spatio-temporal patterns of sea surface temperature (SST) and

salinity (SSS) in the southwestern GS as found in TOPAZ4 and EN4. Although

the temporal evolution of these parameters is well captured in TOPAZ4, com-

pared to observation, the westward extension of the warm and saline waters was

found to be less in TOPAZ4. This indicates that the front between the cold

and fresh waters along the Greenland shelf and the warm and saline waters in

the southwestern GS is slightly shifted towards the east in TOPAZ4 compared

to observation. This could be a reason for the fact that a higher standard de-

viation of SIC is found slightly toward the east in TOPAZ4 than observations

(Fig. 3.2). In the southwestern GS, both the surface and subsurface temperature

in TOPAZ4 was found to be colder compared to observations (Fig. 3.4). The

negative biases in TOPAZ4 were more profound in the subsurface for both tem-

perature and salinity. Xie et al., (2017) also found a similar result with TOPAZ4

and attributed it to sparse observations. Using the potential density difference

between 200m and the surface as an indicator of the stratification, we found

that TOPAZ4 has weaker stratification than observations (Fig. 3.4e). Consis-

tent with the cold bias in TOPAZ4, winter-mean SIC in TOPAZ4 is higher than

the satellite observation in the southwestern GS (Fig. 3.4f). However, a strong

correlation (r=0.9) between the SIC in observation and TOPAZ4 is found. This

indicates that the interannual variability of SIC, which is the focus of the study,

is quite consistent in both TOPAZ4 and observation.

3.4 Results

The regression map of winter mean SIC on the gyre index showed significant

negative SIC in the southwestern GS (Fig. 3.5). The spatial pattern of the

regression coefficients closely resembles the standard deviation of winter mean

SIC in the GS, as shown in Fig. 3.2. This indicates that a considerable amount

of the SIC variability in GS can be associated with GSG circulation. However,

it should be noted that the atmospheric forcing in the NS can influence both the
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Figure 3.5. Linear regression of winter-mean (DJF) sea ice concentration from (a)
satellite observations and (b) TOPAZ reanalysis on the gyre index. Only significant
values at the 95% level are shown. Contours are bottom topography drawn every
1000m.

GSG circulation (Aagaard 1970; Legutke 2002; Chatterjee et al. 2018) and SIC

variability in the GS (Germe et al. 2011).

To elucidate the possible influence of atmospheric circulation pattern as-

sociated with GSG circulation on the SIC variability in the GS, linear re-

gression of the sea level pressure anomalies on the gyre index was calcu-

lated and shown in Fig. 3.6. The large-scale atmospheric circulation shows

a positive NAO-like pattern associated with a strong GSG circulation, but

with centres of actions north of their usual locations (Fig. 3.6). The GSG

circulation responds to the anomalous wind stress curl induced by the low

SLP anomaly patterns in the NS (Chatterjee et al. 2018). However, it is

found that the station-based NAO index, with its spatial feature highlight-

ing the Icelandic low and Azores high, (https://climatedataguide.ucar.edu/

sites/default/files/nao station seasonal.txt) and the gyre index has a very low

correlation (r = 0.2). This further points to the importance of the spatial vari-

ability of NAO (Zhang et al. 2008; Moore et al. 2012) and its influence on

the Nordic Seas circulation. Also note that the low correlation could be due
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Figure 3.6. Linear regression of DJF mean sea level pressure anomaly on the gyre
index. Regions with 95% statistical significance are dotted.

to the fact that the equatorward pole of NAO doesn’t exhibit much significant

regression patterns in Fig. 3.6.

The mean southward sea ice export in the GS across the FS (Fig 2.7a) is

strongly driven by the geostrophic winds in this region (Smedsrud et al. 2017).

The low SLP pattern over NS associated with the GSG circulation can induce

anomalous northerlies in GS. Linear regression of sea ice velocities on the gyre

index showed anomalous northward sea ice velocities in GS associated with in-

creased GSG strength (Fig. 3.7b). This indicates that the anomalous northerly

winds during a strong GSG circulation would lead to Ekman drift of sea ice,

which tends to push the sea ice towards the Greenland coast and reduce the

mean southward sea ice velocities in this region (Fig. 3.7a). This could lead to

reduced sea ice export in this region and low SIC.

Next, GSG’s potential to influence the oceanic conditions and, hence, the

sea ice in the GS is investigated, given that the local oceanic conditions largely

affect the sea ice conditions therein (Johannessen et al. 1987; Visbeck et al. 1995;
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Figure 3.7. Climatological (1991–2017) DJF sea ice velocity vectors (cm s-1) from
satellite observations. (b) Regression of DJF sea ice velocity anomalies (cm s-1) on
the gyre index. Only results significant at 95% are shown for clarity. Contours are
bottom topography drawn every 1000m.

Figure 3.8. (a) Difference between 400m depth-averaged potential temperature
anomalies (°C) averaged for years of strong (red bars in b) and weak (blue bars in b)
gyre index. (b) Gyre index (blue) and standardized surface salinity anomaly (black)
temperature advection (u∆T ) in the upper 400m (red) for DJF over the region
72− 75◦ N, 18− 10◦W, as marked in (a).
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Figure 3.9. (a) Logarithm of squared Brunt–Väisälä frequency (N2, colour shaded),
(b) potential temperature, and (c) salinity for DJF over the region 72− 75◦ N, 18−
10◦W, as marked in Fig. 8a. The black time series on the right y-axis is the gyre
index in all three panels. Note that the gyre index is plotted on a reversed y-axis in
(a) for ease of comparison.

Kern et al. 2010; Selyuzhenok et al. 2020). Figure 3.8a shows the difference in

ocean temperature anomaly in the upper 400m averaged for the strong and weak

GSG circulation years (marked in Fig 2.8b; see methods for definitions). The

average temperature anomaly for the strong GSG circulation years was 1 deg

C higher than during weak GSG circulation years. The warm anomalies further

extend eastward with the JMC towards the central GS and could potentially

affect the sea ice formation in the Odden region. Further, it is found that a sig-

nificant positive correlation (r=0.7,p < 0.01; Fig 2.8b) exists between gyre index

and temperature advection ( in upper 400m) in the southwestern GS (marked

region in Fig. 3.8a), where maximum GSG influence on SIC is found (Fig. 3.3a).

This suggests that a strong GSG circulation recirculates the warm AW anomalies

into the southwestern GS from the FS. This is consistent with an earlier study

indicating an increased oceanic heat content in the southwestern GS due to a

stronger GSG circulation (Chatterjee et al., 2018).
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However, it should be noted that the recirculated AW in the GS remains

dense enough to be in the subsurface (Schlichtholz & Houssais 1999; Eldevik et

al. 2009) and needs to be vertically mixed to have an impact on the sea ice.

It is found that the upper ocean stratification in the southwestern GS strongly

covaries with GSG circulation strength (Fig. 3.9a). The analysis shows that a

weakening of the stratification in the upper part of the water column coincides

with a stronger GSG circulation and vice versa (Fig. 3.9a). Further, warm and

saline signatures in the upper ocean can be found during strong GSG circulation,

indicating enhanced vertical mixing of the AW in the southwestern GS (Figs.

3.9b,c). This is further confirmed by a significant positive correlation (r=0.7,

p < 0.01) between surface salinity anomaly and gyre index (Fig. 3.8b). These

surface anomalies can further inhibit new sea ice formation and may also cause

the melting of existing sea ice from the bottom.

3.5 Discussions & Conclusions

Here, the combined influence of atmospheric and oceanic circulations on the

interannual variability of the winter mean SIC variability in the GS is investi-

gated and shows that the GSG circulation can significantly contribute to the

SIC variability in the southwestern GS. Fig. 3.10 shows the flow chart and a

schematic illustration of the mechanisms proposed in this study. The large-scale

atmospheric circulation pattern that influences the GSG circulation resembles

an NAO-like pattern, with its northern centre of action situated northeast of the

canonical NAO pattern. The cyclonic GSG circulation strengthens in response to

the positive wind stress curl induced by the low SLP anomaly in the NS (Legutke

2002, Chatterjee et al. 2018). The resulting northerly wind anomalies over GS

can potentially alter the sea ice export across the FS (Kwok & Rothrock 1999;

Jung & Hilmer 2001; Vinje 2001; Tsukernik et al. 2010; Smedsrud et al. 2011;

Ionita et al. 2016). However, winter mean SIC in the GS and FS ice area flux

are not strongly correlated (Kwok et al., 2004; Germe et al., 2011), suggesting

that the local sea ice dynamics and oceanic conditions can significantly influence

the SIC variability in the GS.
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Figure 3.10. A flow chart and schematic diagram of the proposed processes influ-
encing the SIC variability in the south-western GS.

Anomalous winds in the Nordic Seas are known to influence the SIC in the

GS through Ekman drift of the sea ice (Germe et al., 2011). During anomalously

low SLP over NS, anomalous northerly winds and associated Ekman drift towards

the Greenland coast can reduce the sea ice export in the western and central GS

(Fig 2.8b). Enhanced Ekman divergence due to a strengthened GSG circulation

can further reduce freshwater and sea ice in the southwestern GS (Fig. 3.11). We

found that these can weaken the upper ocean stratification in the southwestern

GS (Fig. 3.9a). At the same time, a stronger GSG circulation recirculates the

warm and saline subsurface AW anomalies from the FS into the southwestern

GS (Fig 2.8a). These AW anomalies can warm the surface waters by enhanced

vertical mixing in a weakly stratified condition (Fig. 3.9) and can cause further

reduction of SIC by inhibiting new sea ice formation or even melting the sea ice

from the bottom. Although our study doesn’t show bottom melting of the sea

ice, this can be realized from the findings by Ivanova et al. (2011), which showed

enhanced bottom melting in this region during positive NAO periods. Thus,

the SIC variability in the south-western GS responds to simultaneous influences

from the atmospheric and oceanic circulation (Fig. 3.10). Despite the known
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Figure 3.11. Difference in freshwater content (FWC) anomaly (m) between strong-
and weak-gyre-index periods. Significant differences at the 95% level are stippled.

influences of smaller scale processes, such as eddies and wave interactions on the

SIC in the south-western GS, our results show that the larger scale processes

can also significantly affect the SIC variability in the region, particularly on

interannual timescales when the impacts of smaller scale processes can cancel

out or may not be strong enough to dampen the impact of larger scale processes.

However, as Raj et al. (2020) found, interactions between the gyre circulation

and the eddies can be an important factor controlling the oceanic conditions and,

hence, the SIC in the southwestern GS.

This study finds one of the mechanisms of SIC variability in the GS, high-

lighting the role of large-scale atmospheric and oceanic circulations in the NS.

Observations and modelling results suggest stronger atmospheric forcing in the

NS due to spatial variation of the NAO (Zhang et al. 2008) and its tendency

towards a positive phase in a warmer climate (Bader et al. 2011; Stephenson
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Figure 3.12. Linear trend (Sv yr-1) in winter-mean (DJF) barotropic stream func-
tion for 1991–2017. Only significant values at the 95% level are shown for clarity.
Contours are bottom topography drawn every 1000m.

Figure 3.13. A proposed positive oceanic feedback induced by atmospheric forcing
in NS.
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et al. 2016). Consistent with that, we find a significant positive trend in the

GSG circulation strength during the study period (Fig. 3.12). The response

of GSG circulation to this altered atmospheric forcing can further be realized

with increased GSG strength (Fig. 3.1c) and a northeastward displacement of

NAO’s poleward centre of action in the Nordic Seas during early 2000s (Fig. 1a

in Zhang et al., 2008). Recent observations further suggest intensified convection

in the GSG and changes in water mass formation during the last two decades

(Lauvset et al., 2018; Brakstad et al., 2019). Lauvset et al. (2018) further dis-

cussed the role of recirculated AW in inducing intensified convection in the GSG

through surface salinity anomaly. Consistent with this, our results show that

the salinity anomalies and intensified convection in the GSG can be induced by

a stronger GSG circulation (in response to the atmospheric forcing) which helps

in recirculation of AW anomalies in the GS. Thus we propose that the atmo-

spheric forcing over the NS imposes a positive oceanic feedback (Fig. 3.13). The

low SLP anomaly over the NS strengthens the GSG circulation. The Ekman

divergence pushes the freshwater and sea ice from the GS interior towards the

coast. Enhanced AW recirculation due to a stronger GSG and weakened strati-

fication due to reduced freshwater allows the warm and saline AW anomalies to

get vertically mixed and increase the temperature and salinity in the central GS.

The increased salinity further helps in a stronger GSG circulation, completing

the feedback loop. However, the complex subsurface processes and their interac-

tions with large scale circulation are often difficult to capture in the reanalysis,

particularly with sparse and interrupted subsurface observations over time and

space. For example, while the surface variables are well captured in TOPAZ4,

it has some limitations with the subsurface properties, as observed by Xie et.

al., 2017. Of particular interest in this study, the southwestern GS is an ex-

ceptionally observational data sparse region. Increased long-term observations

from these areas will be helpful in the improvement of the reanalysis datasets

and better understanding of the complex atmosphere-ocean interaction processes

and their impact on the sea ice variability of this region.
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CHAPTER 4

Sea ice and sea surface temperature vari-

ability in the Barents Sea

4.1 Role of sea ice in driving

atmosphere-ocean feedbacks in the

Barents Sea

4.1.1 Chapter Summary

The northern Barents Sea region experiences the Arctic Ocean’s greatest winter

sea ice loss. The most important element controlling sea ice variability in this

region is the intrusion of warm and saline Atlantic Water (AW) through the Bar-

ents Sea Opening. Despite a cooling trend in AW intrusion, we show that sea

ice in the northern Barents Sea has declined since the mid-2000s. According to

the analysis, the recent decline in sea ice has been facilitated by reduced oceanic

heat loss in the southern Barents Sea, which transfers warmer AW downstream

in the northern Barents Sea. Further, atmospheric circulation changes weaken

the westward flow of cold and fresh Arctic waters from the eastern Barents Sea,

which reduces sea ice import in the northern Barents Sea. Idealised numerical

experiments with reduced sea ice in the Arctic Ocean suggest that sea ice reduc-

tion itself can drive these atmosphere-ocean interactions. Thus, it is argued that

sea ice in the Barents Sea may have reached a point where it can drive a positive

feedback mechanism and accelerate the sea ice decline.

47



4.1.2 Introduction

The Barents Sea is one of the largest contributors to ‘Arctic Amplification’

(Bengtsson et al., 2004; Comiso & Hall, 2014), allowing it to be often termed

an ‘Arctic warming hotspot’ (Lind et al., 2018). The rapid and strong regional

atmosphere, ocean and sea ice trends, and the complex interactions among those

(Smedsrud et al., 2013) make this a key region whose process understanding must

be advanced. One of the key factors driving the Barents Sea climate is the intru-

sion of warm and saline Atlantic Water (AW) into this region (Helland-Hansen

& Nansen, 1909) through the Barents Sea Opening (BSO, Figure 4.1). The rel-

atively shallow depth (Mean depth: 230m) and a large supply of oceanic heat,

along with a cold atmospheric temperature during autumn and winter, allow a

significant amount of the oceanic heat to be released into the atmosphere (Serreze

et al., 2007; Smedsrud et al., 2010). This leads to local warming of the surface air

temperature (SAT) (Screen& Simmonds, 2010). The increase in the strength and

temperature of the AW inflow into the Barents Sea has been found to decrease

the sea ice extent therein, with warm waters and its spatial extent hindering

the sea ice formation (Årthun et al., 2012). Further, the northern Barents Sea

region, where surface conditions are mostly akin to the Arctic (cold and fresh),

exhibits the largest decline in winter sea ice concentration (Screen & Simmonds,

2010). A recent study has revealed that the decline in the sea ice and, hence, the

freshwater import into this region has weakened the stratification and allowed

intensive vertical mixing in the water column (Lind et al., 2018). This, in turn,

causes the surfacing of warm and saline AW, which further inhibits the winter

sea ice formation. Besides these local processes, remote tropical influences also

contributed significantly to the recent changes in surface air temperature over

the Barents Sea and the adjacent regions (Yoo et al., 2011). Thus, the potential

impact of sea ice variability on the climate of the high latitudes and its cascades

to lower latitudes (Cohen et al., 2014) warrants a proper understanding of the

local and remote drivers of the Barents Sea climate variability.
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Figure 4.1. Bottom topography (m) in the Barents Sea region. The red/blue arrows
show Atlantic/Arctic water pathways.
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4.1.3 Data

Satellite observation and an ocean-sea ice coupled reanalysis system (TOPAZ4b)

in conjunction with in-situ measurements are used for the analysis of oceanic and

sea ice parameters during 1993-2021. Atmospheric products are obtained from

ECMWF-ERA5 (Hersbach et al., 2020) with a resolution of 0.25 by 0.25 degree.

We restrict our analysis with monthly mean data averaged over an extended

boreal winter period Oct-Mar (ONDJFM).

Following the PAMIP experiment protocol (Smith et al., 2019), two cou-

pled transient simulations (100 years) with the CNRM-CM6-1 climate model

(Voldoire et al., 2019), developed by the CNRM/CERFACS modelling group for

CMIP6 are used. The atmospheric component (ARPEGE-Climat v6.3) is cou-

pled with the NEMO ocean model and the GELATO sea-ice scheme. The key

difference in the two simulations is in terms SST and sea ice concentration (SIC)

initial conditions. The SST and SIC represent present-day conditions in the first

(pdSIC-ext) simulation. The second simulation (futArc-ext) is forced with re-

duced SIC values in the Arctic Ocean, representing 2 degC global warming. SSTs

in the futArc-ext experiment are the same as in the first experiment except where

sea ice is lost in which case future SSTs are imposed. The difference between

‘futArc-ext’ and ‘pdSIC-ext’, averaged over the last 50 years of the simulation, is

considered a response to changes in the Arctic sea ice only and is shown in this

study. As with observational and reanalysis data, we also use extended winter

(ONDJFM) averaged data computed from monthly mean outputs.

4.1.4 Results and Discussions

Observed changes associated with amplified sea ice loss in the Barents

Sea

Since 2005, the winter (ONDJFM) sea ice extent (SIE) in the Barents Sea,

with its largest declining trend among other Arctic basins, has reached a level

where it exhibits negative SIE anomaly consistently (Fig. 4.2a). Compared to

other basins, the region has lost the maximum sea ice (40%) during the period
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Figure 4.2. (a) Sea ice extent anomaly (SqKm) in the Barents Sea (b) Sea ice
amplification factor determined as a ratio of change in sea ice extent in each region
to change in total northern hemisphere change (difference between 2006-21 average
and 1993-2005 average)

2005-21 (Fig. 4.2b), which is five times more than the total Arctic sea ice change

(Fig. 4.3c). The spatial change in sea ice concentration (SIC) and thickness

(2006-2021 minus 1993-2005) is shown in Fig. 4.3a and 3b. The largest SIC

changes are along the marginal ice zone where the AWmeets the sea ice boundary.

Sea ice thickness changes are slightly north of the maximum SIC change and near

the coast, possibly due to changes in sea ice motion, which pushes it against the

coast and determines the thickness in these regions.

The interannual variability and trend of winter sea ice area in the north-

ern Barents Sea are determined by Atlantic Water inflow through Barents Sea

Opening, ice import from the eastern Barents Sea and heat loss in the southern
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Figure 4.3. Change in winter (a) sea ice concentration (%) and (b) thickness (cm)
between 2006-21 and 1993-2005.

Barents Sea (Efstathiou et al.,2022). We thus investigate the changes in these

factors during the recent period and how they might have contributed to these

amplified sea ice loss in the Barents Sea. While a quantitative assessment of the

contribution of each factor to sea ice loss is tricky due to non-linear interactions,

here we highlight the qualitative aspects of their contribution.

The temporal evolution of temperature and salinity averaged over the At-

lantic Water depths in three chosen regions are shown in Figure 4.4, both from

in-situ measurements and TOPAZ4b reanalysis. The regions are selected as they

are representatives of the Atlantic Water pathway towards the Barents Sea (see

Figure 4.1). The Svinoy section is located upstream of the Atlantic Water path-

way before it enters the Barents Sea through Bear Island. The Kola section in

the southeastern Barents Sea exhibits significant modifications of the Atlantic

Water as it loses heat to the atmosphere over the southern Barents Sea. The

increasing trend in temperature and salinity of the Atlantic water during 1993-

2005, in both Svinoy and Bear Island sections, reverses during 2006-2021. The

cooling and freshening of Atlantic Water is due to decadal variability in subpo-

lar North Atlantic gyre (Chafik et al., 2019), from which Atlantic Water that

intrudes into the Arctic basins originate (Hatun et al., 2005). However, in the

Kola section, although salinity decreases after 2005, the temperature trend does

not show an obvious decline. This indicates that it may have undergone reduced
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Figure 4.4. Temperature (a,c,e) and Salinity (b,d,f) anomalies in Svinoy (a,b; 63N-
3E), Bear Island (c,d; 73N-20E) and Kola section (e,f; 71.5N-33.5E) averaged over
Atlantic water depth (200m) from in-situ observation (red) and TOPAZ reanalysis
(blue). The locations of the sections are marked in Figure 4.1

heat loss during its course through the southern Barents Sea.

To ascertain that, the change in turbulent heat flux during the period

2006-21 is shown in Figure 4.5a. Consistent with Skagseth et al., (2020), a

reduced heat loss in the southern Barents Sea can be observed, while heat loss

increased in the northern Barents Sea, where sea ice is lost. The mixed layer

depth changes are consistent with this heat loss pattern, with a deeper mixed

layer in the northern Barents Sea and a shallower mixed layer in the southern

Barents Sea (Figure 4.5.b). The deeper mixed layer in the northern Barents Sea

can further accelerate the sea ice loss due to the vertical mixing of warm and
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Figure 4.5. Change in winter (a) turbulent heat flux (w/m2, positive downward)
and (b) mixed layer thickness (m) between 2006-21 and 1993-2005.

saline Atlantic water that resides below the cooler and fresher Arctic waters in

the northern Barents Sea (Lind et al., 2018).

The reduction in heat loss in the southern Barents Sea is mostly in terms

of turbulent heat loss, as the outgoing longwave radiation changes are confined

to the areas of the largest sea ice loss in the northern Barents Sea (Figure 4.6a).

However, cloud cover reduces maximum in the southern Barents Sea (Figure

4.6b), although it also shows a reduction in the northern Barents Sea. Thus, the

increased outgoing longwave radiation in the northern Barents Sea is primarily

driven by sea ice loss rather than a reduction in cloud cover. In the southern

Barents Sea, the lower atmosphere became more stable during 2006-21 (Figure

4.6c), reducing the area’s convective activity and cloud cover.

Next, the impact of these reduced heat loss in the downstream northern

Barents Sea region is investigated. Figure 4.7a shows that during the recent

period (2006-21), as the heat loss in the southern Barents Sea decreases, the

temperature difference between the Barents Sea opening (entry point of Atlantic

water) and the southern Barents Sea decreases, indicating that the heat brought

to the southern Barents Sea is retained within. Further, SST in the northern

Barents Sea increases with reduced heat loss in the southern Barents Sea (Figure

4.7b), indicating the lateral transport of warmer waters to the northern Barents

Sea during 2006-21.
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Figure 4.6. Change in winter (a) outgoing longwave radiation (W/m2, positive

upward) and (b) cloud cover (%) and static stability
(
−T

θ
dθ
dp

)
averaged over the

southern Barents Sea (20:45E; 70:74N) between 2006-21 and 1993-2005.
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Figure 4.7. Scatter plot of turbulent heat flux anomaly (W/m2) averaged over
the southern Barents Sea (20-45E; 70-74N) and (a) temperature difference (0-50m)
between Barents Sea Opening (20E, 70-74N) and southern Barents Sea,(b) sea sur-
face temperature averaged over the northern Barents Sea (20-45E; 76-80N). Colors
represent the years as shown in the colorbar.

Further, the role of change in ocean-sea ice circulations in the recent am-

plified sea ice loss in the northern Barents Sea is assessed. Changes in the zonal

wind and sea surface height (SSH) along the latitudes of the Barents Sea are

shown in Figure 4.8a. As the sea ice movement is primarily driven by winds

(Lien et al., 2021), westerly wind anomalies confined in the northern Barents

Sea latitudes act against the westward sea ice import from the eastern Barents

Sea, seen as anomalous eastward sea ice motion in Figure 4.8b. Moreover, in

response to this westerly wind anomaly, anomalous net southward Ekman trans-

port can increase the SSH in southern latitudes, maximum around 75N latitude,

the northern boundary of the southern Barents Sea. This meridional SSH gra-

dient between the northern and southern Barents Sea can further reduce the

geostrophic westward flow of East Spitsbergen Current (ESC), bringing cold and

fresh Arctic waters and increasing the warming in the northern Barents Sea.

Thus, in summary, the amplified sea ice loss in the northern Barents Sea

during 2006-21, despite colder Atlantic water intrusion, is driven by: i) reduced

heat loss in the southern Barents Sea, transporting more warm water to northern

Barents Sea and ii) reduced sea ice and cold Arctic water import from east of

the Barents Sea.
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Figure 4.8. (a) Change in zonal wind (red, m/s) and sea surface height (blue, cm)
along the latitudes averaged over 20-45E, and (b) sea ice motion vectors (cm/s)
between 2006-21 and 1993-2005.

Role of sea ice loss

Sea ice being one of the critical parameters driving feedback mechanisms

with local and remote influences, the role of sea ice in the observed changes in

atmosphere-ocean interactions and ocean circulation in the Barents Sea is further

investigated. Although the atmospheric response to sea ice loss has been studied

extensively, in comparison, the oceanic response has received less attention, and

our understanding of it is imprecise.

Here, the response of a fully coupled climate model to reduced sea ice in

the Arctic Ocean is analyzed. Figure 4.9 shows the imposed reduction of sea ice

concentration in the sensitivity experiment. The sea level pressure response to

reduced sea ice (Figure 4.10a) shows a strengthening of westerly winds in the

southern Barents Sea, which reduces the heat loss in the southern Barents Sea

(Skagseth et al., 2020). Heat loss increases over the northern Barents Sea due

to reduced sea ice in this region (Figure 4.10b). Consistent with the findings in

the previous section, with the observational data, reduced cloud cover and asso-

ciated reduction in heat loss in the southern Barents Sea increase the SST in the

northern Barents Sea (Figure 4.10c). Mixed layer depth response to sea ice loss

is also consistent with observation showing the meridional dipolar change with
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Figure 4.9. Imposed winter (ONDJFM) sea ice reduction in the idealized experi-
ments.

Figure 4.10. (a) Sea level pressure (mb), (b) turbulent heat loss (W/m2, positive
downward) response to sea ice loss. Stippling indicates a significant response at 95%.
(c) Scatter plot of turbulent heat flux in the southern Barents Sea (20-45E; 70-74N)
and sea surface temperature in the northern Barents Sea (20-45E; 76-80N) colored
by cloud cover response in the southern Barents Sea.
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Figure 4.11. (a) Mixed layer depth (m), (b) sea surface height (cm), and 200m
averaged currents response to sea ice reduction.

deepening (shallowing) in the northern (southern) Barents Sea (Figure 4.11a).

This also suggests that the observed and projected poleward ‘Atlantification’ of

the Arctic (i.e. larger Atlantic water influence in the northern Barents Sea com-

pared to the southern Barents Sea) (Shu et al., 2021) is driven by sea ice loss.

The weakening of the cold Arctic water import through the eastern Barents Sea

is also evident as the anomalous eastward geostrophic flow following the SSH

gradient (Figure 4.11b).

4.1.5 Conclusions

Since the mid-2000s, the northern Barents Sea sea ice has decreased much higher

than the rest of the Arctic. The change in sea ice extent of the Barents Sea during

2006-21 is five times more compared to the total Arctic sea ice extent change.

This reduction has continued even in the presence of a cooling trend in At-

lantic Water intrusion, indicating a larger role played by atmosphere-ocean-sea

ice interactions within the Barents Sea. We find that sea ice in the northern

Barents Sea has already reached a point where it can drive a feedback involv-

ing atmospher-ocean intearctions and ocean circulation, accelerating the sea ice

decline. Comparable responses from idealised coupled model experiments with

observations indicate the pivotal role of sea ice in driving the present-day Barents
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Sea climate.
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4.2 Non-stationary teleconnection between

ENSO and Barents Sea during 1979-2021.

4.2.1 Chapter Summary

Here, the role of El Niño Southern Oscillation (ENSO) on interannual sea sur-

face temperature (SST) variability in the Barents Sea is investigated. It is found

that during the mid-1990’s, the correlation between ENSO and the Barents Sea

SST dropped from significantly positive to slightly negative and insignificant.

The observed positive correlation between ENSO and the Barents Sea SST dur-

ing 1979-1995 results from ENSO’s indirect influence on Atlantic water (AW)

intrusion into the Barents Sea. This causal link is established via the ENSO

teleconnection on the North Atlantic atmospheric circulation, which modulates

the East Atlantic Pattern (EAP). However, during 1996-2017, with the transi-

tion of the Atlantic Multidecadal Oscillation (AMO) to its positive phase, the

warm North Atlantic SST favours a negative North Atlantic Oscillation (NAO)-

like atmospheric circulation which decouples ENSO and the Barents Sea SST.

These results underscore the role of low-frequency AMO in modulating the higher

frequency ENSO’s reach into the Barents Sea.

4.2.2 Introduction

El Niño Southern Oscillation (ENSO) is the most dominant interannual mode of

climate variability with significant global impacts. Few studies have attempted

to find the impact of ENSO on the Barents Sea SST (Byshev et al., 2001, 2002;

Stepanov et al., 2012) and have found a cooling of Barents Sea SST in response to

ENSO. Stepanov et al., (2012) found that local atmospheric circulation changes

during ENSO events lead to changes in the AW inflow and modify the local heat

content and sea ice volume. They argued from their modelling study that an

anomalous high (low) sea level pressure over the Barents Sea during a warm (cold)

ENSO event and the associated wind stress anomalies could reduce the AW inflow

into the Barents Sea. On interannual timescales, the ENSO teleconnections to
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the northern hemisphere extratropics occur through the atmospheric response

to tropical Pacific SST anomalies, often termed the ‘atmospheric bridge’ (Lau &

Nath, 1996; Lau et al., 2005). Both observational and modelling studies suggest

that changes in the atmospheric circulation pattern due to ENSO can alter the

air-sea interactions and ocean transports in the extratropics and induce a local

SST anomaly (Alexander, 1992; Lau & Nath, 2001).

However, evidence suggests that the Atlantic Multidecadal Oscillation

(AMO) can also significantly influence ENSO itself and the ENSO teleconnec-

tions to the Barents Sea. AMO’s transition to its positive phase since the mid-

1990s has been argued to be responsible for changes in ENSO characteristics

and its teleconnections. Yu et al. (2015) suggested that the shift of AMO to its

positive phase around the mid-1990s strengthened the Pacific Meridional Mode,

which connects the extratropics to the tropics and favoured the increase in the

occurrence of the Central Pacific ENSO events (Ashok et al., 2007; Kao & Yu,

2009, Yeh et al., 2009; Yu et al., 2012; Xiang et al., 2013). Further, this phase

change of AMO has also been blamed for the changes in ENSO teleconnection

with the Tropical Northern Hemisphere pattern (Soulard et al., 2019), which is

one of the major northern hemisphere climate patterns induced by ENSO (Mo

& Livezey, 1986).

In the context of these non-stationary tropical-extratropical interactions,

it is expected that the ENSO teleconnection to the Barents Sea is likely to be

modulated by the AMO. This study diagnoses this atmospheric bridge by inves-

tigating the ENSO-Barents Sea SST relation and its low-frequency variability

during the time period 1979-2017.

4.2.3 Data and Methods

Lau & Nath (2001) found that the midwinter (Jan-Feb) ENSO-related SST

forcing induces significant anomalous atmospheric circulation patterns over the

North Atlantic. Here, we used normalized Jan-Feb (JF) SST anomaly averaged

over the Niño3.4 region (5N-5S, 170W- 120W) as the ENSO index. ECMWF-

ORAS5 (Zuo et al., 2019) data for the oceanic parameters (SST, currents) with
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a 1 by 1 degree resolution was used for the analysis. Atmospheric variables

(winds, sea level pressure) were taken from ECMWF-ERA5 (Hersbach et al.,

2020) with a resolution of 0.25 by 0.25 degree. Monthly mean values were

used for the analysis, and the anomalies were calculated based on 1979-2021

climatology. El Niño and La Niña events were identified when the ENSO index

crossed the 0.75 standard deviation threshold. The AMO index was obtained

from https://psl.noaa.gov/data/correlation/amon.us.long.data.

4.2.4 Results and Discussions

Motivated by the fact that since the mid-1990s, the AMO has shifted from a neg-

ative to a positive phase, which likely modulated ENSO and its teleconnections

as discussed above, we compute the spatial correlation between the ENSO index

and SST anomaly over the Barents Sea (during JFM) for two periods 1979-1995

(P1) and 1996-2017 (P2) separately. Contrary to the previous studies on the

ENSO-Barents Sea relation indicating a cooling of SST in the Barents Sea dur-

ing warm ENSO events (Byshev et al., 2001; Stepanov et al., 2012), we found a

strong positive correlation between ENSO index and SST anomaly in the Barents

Sea during P1 (Figure 4.13a). However, during P2, the correlation changes its

sign to negative and becomes insignificant (Figure 4.13b). Note that, the previ-

ous studies have mostly focused on the 1997-98 El Niño and 1999-2000 La Niña

events, both falling in P2, to identify the negative phase relation between Barents

Sea SST anomaly and ENSO. Thus, while Figure 2b is still consistent with those

findings, it is important to note that this teleconnection seems non-stationary.

The remarkable shift in the ENSO-Barents Sea SST relationship since the mid-

1990s is evident in the temporal evolution of the correlation between the two

(Figure 4.13c).

Next, the North Atlantic atmospheric response to ENSO is investigated to

identify the possible causal factors contributing to this change in the response of

the Barents Sea SST. The response of anomalous SLP patterns over the North

Atlantic to ENSO is shown in Figure 4.14, as a linear regression of the ENSO

index on the SLP anomaly. As the sign of regression coefficients suggests, warm
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Figure 4.12. Correlation between ENSO index (see text for definition) and SST
anomaly during JFM for (a) P1: 1979-1995 and (b) P2: 1996-2017. Significant
correlations above 90% confidence level are dotted. (c) 11-year moving correlation
between ENSO index and Barents Sea SST anomaly averaged over 72:75N, 20:35 E
(blue) and JFM AMO index (red). Note that the scale on the right Y-axis for the
AMO index is reversed for comparison.

(cold) SST anomalies in the Niño3.4 region induce significant positive (negative)

SLP anomalies centred around 50N in the North Atlantic during P1. On the other

hand, no significant SLP pattern is found during P2. Further analysis suggests

that the high SLP around 50N during P1 likely results from an anomalously weak

Hadley circulation due to the tropical Atlantic response to ENSO, which drives

an anomalous descending motion at around 50N (Figure 4.14c). This response

of meridional circulation to ENSO is not found during P2 (Figure 4.14d).

Interestingly, the anomalous SLP response to ENSO during P1, as observed

in Figure 4.14a, closely resembles the East Atlantic Pattern (EAP), the second

dominant mode of North Atlantic atmospheric circulation variability (Chafik et

al., 2017; Raj et al., 2019). To further confirm this, we calculated the Empiri-

cal Orthogonal Function (EOF) of the JFM mean SLP anomalies for the period

1979-2017 over the North Atlantic (30N – 80N; 90W – 60E). While the first mode

(EOF1, 48%), as expected, shows the North Atlantic Oscillation (NAO) pattern

(not shown), the second mode (EOF2, 13%) depicts the EAP (Figure 4.15a),

closely resembling the ENSO influence on the North Atlantic SLP anomalies

64



Figure 4.13. (a) Linear regression (mb) of JFM SLP anomaly and ENSO index for
P1: 1979-1995, and (b) P2: 1996-2017. Regression coefficients significant above
90% confidence level are dotted. (c,d) Linear regression (m/s) between anomalous
meridional circulation (JFM) and ENSO index over the Atlantic basin (30W: 0W)
for (c) P1: 1979-1995, and (d) P2: 1996-2017. Significant vectors above 90%
confidence level are in bold.

during P1 (Figure 4.14a). Thus, it can be argued that during P1, ENSO signifi-

cantly controls the strength of EAP. The ENSO index and time series associated

with the EAP (2nd principle component) have a significant correlation (r = 0.5,

p < 0.01) during P1, while the same becomes insignificant during P2 (Figure

4.15b). Therefore, the change in the Barents Sea SST response to ENSO be-

tween these two time periods is accompanied by a profound change in the North

Atlantic atmospheric teleconnection to ENSO.

During P2, the ENSO teleconnection to the North Atlantic can be explained

through changes in the North Atlantic SST. With AMO shifting to its positive

phase in mid 1990s, the North Atlantic SST, including the tropical North Atlantic

(TNA), becomes warmer in P2 compared to P1 (Figure 4.16a). Consistent with

the findings by Chen et al. (2015), warmer TNA SST during P2 is found to have

a strong influence on NAO (Figure 4.16b), the dominant mode of atmospheric
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Figure 4.14. EOF2 of JFM SLP anomaly over the North Atlantic domain (30N –
80N; 90W – 60E) for 1979-2017. (bottom) 2nd Principal component (solid) and
ENSO index (dashed). Correlations at the top corners are for the period (left) P1:
1979-1995 (right) P2: 1996-2017.

circulation variability in the North Atlantic. The ENSO teleconnection with this

NAO-like pattern can be explained by the interaction between ENSO and NAO

modulated by AMO. Zhang et al., (2019) argued that a warm TNA SST induced

by the superposition of El Niño over a positive phase of AMO is conducive to a

negative NAO pattern. This is further confirmed in Figure 4.16c, showing that

El Niño events during P2 (with AMO in its positive phase) are associated with

a negative NAO-like SLP pattern in the North Atlantic.

In short, during P2, the ENSO interaction with the North Atlantic is mod-

ulated by the AMO and set up through the NAO rather than the EAP, unlike

during P1. The ENSO – Barents SST correlation is thus non-stationary due to

this complex interaction between the interannual and decadal modes of climate

variability. This is also illustrated by the strong correlation between AMO index
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Figure 4.15. (a) JFM SST anomaly (C) difference between P2: 1996-2017 and P1:
1979-1995. Significant differences above 90% confidence level are dotted. The box
in the tropics denotes the Tropical North Atlantic (TNA) region (5-25N, 55W-15W).
(b) Linear regression (C) between JFM SLP anomaly (mb) and JF SST anomaly
averaged over the TNA region for P2: 1996-2017. (c) Composite average of JFM
SLP anomaly (mb) and 10m winds (m/s) for four El Niño events (1998, 2003, 2010,
and 2016) during P2: 1996-2017.

and the timeseries of moving correlation between ENSO and Barents Sea SST

(Figure 4.13c; r = -0.8, p < 0.01), which highlights the AMO’s role in modulating

ENSO and Barents Sea SST relation.

How does this change in ENSO teleconnection reflect in Barents Sea SST

response? This is elucidated through a composite analysis of El Niño events for

both periods. One of the major factors for Barents Sea SST variability is the in-

flow of AW through BSO. It is found that during P1, the anticyclonic circulation

associated with EAP (strengthened due to El Niño associated circulation changes

as found in Figure 4.14a) can induce anomalous westerly zonal wind stress across

the BSO and intensify the eastward zonal currents into the Barents Sea (Figure
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Figure 4.16. Composite average of JFM anomalous zonal wind stress (contour lines,
unit in N/m2; contours are drawn from -0.01 to 0.01 N/m2 with an interval of 0.001;
negative contours are dashed) and zonal current speed (m/s) averaged over the top
50m depth (shade) for years with warm phases of ENSO during (a) P1: 1979-1995
(1983, 1987, 1992, 1995), and (b) P2: 1996-2017 (1998, 2003, 2010, 2016). The
red straight line in (a) indicates the position of the Barents Sea Opening (71-73N;
20E).

4.17a). On the contrary, negative NAO-like circulation during El Niño in P2

can weaken the westerlies in the North Atlantic and induce anomalous easterly

zonal wind stress and westward zonal currents (Figure 4.17b). Thus, it can be

argued that the changes in ENSO teleconnection can indirectly modify the AW

inflow towards the Barents Sea and induce SST anomalies. This is posited as the

first-order explanation for the change in correlation between ENSO and Barents

Sea SST during P2.

4.2.5 Conclusions

This study highlights the non-stationary nature of the Barents Sea SST response

to ENSO. The correlation between ENSO and the Barents Sea SST anomaly ex-

hibits a remarkable shift during the mid-1990s, from significantly positive (dur-

ing P1: 1979-1995) to insignificant and negative (during P2: 1996-2017). During

P1, ENSO influences the EAP through changes in meridional circulation, which

modulates the AW intrusion and, thus SST over the Barents Sea. On the other

hand, during P2, the ENSO index doesn’t show any significant SLP pattern in

the North Atlantic, unlike during P1. However, under a warmer North Atlantic

SST (transition of AMO to its positive phase), the atmospheric circulation is

more favourable for a negative NAO-like circulation during the warm phase of
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ENSO (Zhang et al., 2019). The associated anomalous wind patterns are against

a strong AW inflow towards the Barents Sea and thus can induce a cold SST

anomaly in the Barents Sea. However, as noted by Zhang et al. (2019), no

significant response in NAO is found during the cold phase of ENSO, coincid-

ing with the positive phase of AMO. This leads to an insignificant and slightly

negative correlation between the ENSO index and Barents Sea SST. Consider-

ing the role of the Barents Sea in the Arctic Amplification, this non-stationary

tropical-extratropical interaction, depending on the phase of the AMO, may be

crucial for assessing the tropical influence on Arctic climate and thus needs fur-

ther understanding with detailed model sensitivity studies.
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CHAPTER 5

Teleconnection between Barents-Kara

Sea ice and Indian Summer Monsoon

rainfall extremes

5.1 Chapter Summary

The out-of-phase inter-decadal co-variability between summer (JJA) sea ice ex-

tent (SIE) in the Kara Sea (KS) and Indian Summer Monsoon Rainfall (ISMR)

is found to be weakened during the recent decades with rapidly declining SIE

in KS (since 1980s). However, SIE in the KS and ISMR extremes are found to

have a more robust relation during the rapidly declining SIE periods. A possible

physical mechanism for the relation between the late season ISMR extremes and

summer SIE in KS is suggested, focusing on the years since the 1980s.

5.2 Introduction

The Indian Summer Monsoon Rainfall (ISMR) is the major source of drinking

water to more than a billion people, owing to its roughly 70% contribution to

the annual precipitation. The variability in it has a direct impact on agriculture

and thus strongly influences the national economy. The increasing frequency of

extreme ISMR events (Goswami et al., 2006; Roxy et al., 2017) causing severe

flooding and huge socio-economic challenges demand adequate adaptation and
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mitigation strategies. Understanding both the local driving factors and remote

teleconnections of extreme ISMR events is key for better assessment and im-

proved future projections of extreme ISMR events at different time-scales. This

is in particular of great importance given that in a warmer climate, the frequency

of ISMR extremes is projected to increase further (Sharmila et al., 2015).

Although, considerable amount of studies have been conducted on north-

ern hemisphere mid-latitude teleconnections to ISMR, only few of them have

identified a close association between ISMR and sea ice in the Arctic. Krish-

namurty et al., (2015) proposed that a large amount of heat is released in the

atmosphere during extreme ISMR events, which ultimately travels to the Cana-

dian Arctic region causing significant sea ice loss. It is further noted that the

amount of sea ice concentration (SIC) variability in the Arctic Ocean due to

the Rossby wave train generated from East Asian Summer monsoon and Indian

Summer Monsoon together is comparable with the SIC variability induced by

Arctic Oscillation (Grunseich et al., 2016). On the other hand, while the effects

of ‘Arctic Amplification’ (AA) on the mid-latitudes are still debated (Blackport

et al., 2019; Meleshko et al., 2020), it is often argued that concurrent increase in

mid-latitude extreme weather events is associated with AA (Cohen et al., 2020).

A recent study further suggests that the effect of AA associated sea ice changes

can also reach the tropics (England et al., 2020). Since the beginning of the

satellite records in 1979, Arctic sea ice extent (SIE) has been consistently de-

clining at a very alarming rate with the largest trend of 12.9 ± 2.2% per decade

in September and about 4.4% per decade in annual mean. However, it is still

unclear if the Arctic sea ice decline impacts the ISMR extremes.

Here, the Arctic sea ice and ISMR relation for the last 100 years is inves-

tigated. The specific focus of the study is on the Kara Sea (KS) sea ice, which is

argued to have a strong influence on the lower latitudes (Overland et al., 2016).

Further, KS is one of the regions with the largest summer sea ice loss causing

strong seasonal variability in sea ice cover and heat fluxes to the atmosphere

(Onereim et al., 2018). A possible physical mechanism on the effect of KS SIE

on the ISMR extremes is also proposed.
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5.3 Data & Methods

The long-term multi-

source SIE data is obtained from https://nsidc.org/data/G10010/versions/2.

It provides the SIE records from 1850 onward until 2017. Sea ice con-

centration from Nimbus-7 SMMR and DMSP SSM/I-SSMIS passive mi-

crowave product is used for the period 1979-2017 https://nsidc.org/data/NSIDC-

0051/versions/1). The gridded daily ISMR data on 0.25 × 0.25 spatial resolution

http://www.imdpune.gov.in/Clim Pred LRF New/Grided Data Download.html)

is obtained from the Indian Meteorological Department. All monthly

mean atmospheric and oceanic variables are taken from ECMWF-ERA5 and

ORAS5 datasets and obtained from https://cds.climate.copernicus.eu/ and

http://apdrc.soest.hawaii.edu/index.php, respectively. All implied data analysis

methods are mentioned in corresponding figure captions.

5.4 Results & Discussions

The long-term variability of SIE in the KS during summer (JJA) and ISMR

(JJAS) in central India (19-26 N; 75-85 E) is shown in Fig. 5.1a. Rapid decline

of SIE is observed since 1980s, and during the Early Twentieth Century Warm-

ing period (ETCW, 1920-1940); the time period which exhibited rapid warming

of the surface air temperature (SAT) with reduced SIE in the Arctic Ocean

(Polyakov et. al., 2003; Johansessen et al., 2004) and followed by an increase

in SIE. ISMR showed a similar but opposite phase co-variability with rapid rate

of increase during the ETCW and a subsequent decrease. However, during the

recent rapid SIE decline since 1980, ISMR doesn’t show a similar opposite phase

co-variability. It should be noted here that the mid-latitude natural climate

variabilities e.g, Atlantic Multidecadal Oscillation (AMO), and Pacific Decadal

Oscillation (PDO), are argued to contribute to the warming in the Arctic during

ETCW (Svendsen et al., 2018; Johanessen et. al., 2016). Further, their potential

influence on the multidecadal variability of ISMR is also known (Goswami et al.,

2006; Krishnan & Sugi et. al., 2003; Sankar et. al., 2016). On the contrary, the
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recent warming trend in the Arctic is mostly driven by anthropogenic forcing

(Johanessen et al., 2004; Gillet et al., 2008). Thus, it can be argued that the ob-

served out-of-phase variability in SIE and ISMR during ETCW is mostly driven

by the mid-latitude natural climate variabilities (e.g AMO, PDO), whereas the

differential response of those to anthropogenic forcing-induced warming could

possibly have affected the mid-latitude control on their relation. Interestingly,

the frequency of ISMR extremes has a consistent increasing trend with declining

SIE during both ETCW and recent warming since 1980s. To further analyse this

relation and the possible physical mechanism for this, the recent warming period

since 1980 is investigated when the reanalysis products are of considerably better

quality than earlier. This would also allow to delineate the possible mechanisms

associated with rapidly increasing ISMR extremes without any prominent change

in the mean ISMR trend.

The intra-decadal variability of the frequency of extreme events during

September is shown in Fig 5.1b. It is found that the intra-decadal out-of-phase

co-variability between JJA SIE in KS and frequency of extreme ISMR rainfall

is most robust during the later phase of ISMR, particularly during September.

This prompted us to identify the episodes with increased (P1: 1992-1997 &

P2: 2004-2010) and decreased (N1: 1986-1991 & N2: 1998-2003) frequency of

September extreme events in Central India as marked in Fig 1b (see the figure

caption for details). A composite analysis is performed for those years to obtain

further insights on the physical mechanism responsible for the observed relation

between SIE in the KS and frequency of September extreme events over central

India (hereafter referred as ‘extreme events’ only for brevity). Considering the

relatively longer memory of sea ice than atmosphere, it can be expected that

the atmospheric response to the changes in JJA sea ice is realized in successive

months. Thus the composite analysis is performed based on averaged monthly

anomalies during Aug-Sep.

To obtain the spatial pattern of sea ice changes associated with extreme

events the averaged difference in sea ice concentration between years with in-

creased and decreased frequency of extreme events are plotted in Figure 5.1c.

The analysis suggests significant negative SIC anomalies, with maximum mag-
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Figure 5.1. Observed relation between SIE, SIC in Kara Sea (KS) and ISMR. (a)
SIE (105 sq km) during JJA in the KS region of the Arctic Ocean (blue, note that
the scale is reversed), number of grid cells in central India (19N-26N; 75-85E) with
rainfall exceeding 150 mm/d during JJAS (red), averaged rainfall over central India
during JJAS (black). All time series are smoothed with an 11-yr running mean. (b)
Anomalies in the number of grid points in central India (19N-26N; 75-85E) with
rainfall exceeding 150 mm/d during September. The time series is generated by
removing the time mean (for 1980-2017) from the number of grid points in each
September, smoothing with a 5-yr running mean, and finally detrended and normal-
ized. Episodes of increased (red shaded)/reduced (blue shaded) September extreme
rainfall years are identified when the time series is positive/negative for at least five
consecutive years. (c) Averaged difference in anomalous sea ice concentration (%)
between years with increased (P1: 1992-1997 & P2: 2004-2010) and decreased (N1:
1986-1991 & 1998-2003) extreme rainfall years in September. (d) Same as in (c)
but for turbulent heat flux (latent + sensible, W/m2). Significant differences at 90%
are dashed in (c) and (d). Barents Sea and Kara Sea (KS) regions are marked in (c).
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Figure 5.2. Atmospheric circulation patterns associated with increased frequency of
extremes rainfall in September over central India. Averaged difference between years
with the increased (P1: 1992-1997 & P2: 2004-2010) and decreased (N1: 1986-
1991 & 1998-2003) extreme rainfall years in September for 200 hPa (a) geopotential
height (m, shaded), wind (m/s, vectors), velocity potential (106 m2/s, contours)
anomaly during Aug-Sep. Only vectors with magnitude > 2 m/s and negative velocity
potential (indicating divergence) contours (black contour indicates the zero velocity
potential contour) are shown for clarity. (b,c) Same as (a) but for (b) zonal wind
anomaly (m/s) and (c) meridional wind anomaly (m/s). (d) Averaged difference
in anomalous meridional circulation averaged over 30-60E between years with the
increased (P1: 1992-1997 & P2: 2004-2010) and decreased (N1: 1986-1991 &
1998-2003) extreme rainfall in September. All the monthly anomalies are calculated
based on 1979-2017 monthly climatology. Significant differences at 90% level from
two tailed t-test are dotted in (a), (b) and (c).
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nitude in the KS region, associated with increased frequency of extreme events.

The changes in surface heat flux due to reduced sea ice can potentially influ-

ence the atmospheric conditions (Screen et al., 2013). Consistent with the SIC

pattern, the largest contribution in heat flux to the atmosphere (negative values

in Fig 5.1d) is observed in KS region indicating the importance of KS sea ice

conditions to frequency of extreme events.

Next, the KS sea ice-induced large-scale circulation anomalies are inves-

tigated. Figure 5.2a shows the difference in upper level (200 hPa) geopotential

height (GPH) anomaly during Aug-Sep, averaged over the increased and reduced

extreme events years. A significant positive GPH anomaly over northwest Europe

can be noticed, depicting an anomalously strong Euro-Atlantic blocking-like pat-

tern. Simultaneous strengthening of sub-tropical/Tibetan high (Fig. 5.2a), an

important upper atmospheric feature favourable for ISMR (Rajeevan & Sridhar,

2008), is also found.

The warming in the Arctic and resulting sea ice loss has been widely argued

to influence the mid-latitude weather patterns by altering jet stream character-

istics due to reduced pole-midlatitude temperature gradient (Cohen et al., 2014

and references therein). However, to what extent Arctic sea ice loss is respon-

sible for altering the jet stream characteristics is still being debated (Blackport

& Screen, 2020). A recent modelling study suggests a combined effect of the

Arctic sea ice loss and Eurasian snow cover that can induce such blocking high

events over Europe through anomalous Eurasian wave train (Zhang et al., 2020).

Nonetheless, the significantly weakened zonal flow with increased meridionality

(Fig. 5.2b, c) can induce favourable conditions for anomalous high over the

northwest Europe during reduced sea ice years in KS as observed in Fig. 5.2a.

Further, it has been argued that the dynamical response of the atmosphere to

reduced sea ice and surface warming in the Arctic can be important during sum-

mer (Rinke et al., 2006). An anomalous meridional circulation is established

with an ascending branch over the warm Barents/ Kara Sea region and descend-

ing branch over the northwest Europe (Fig. 5.2d). This can further result in

anomalous high over northwest Europe and warm the surface air temperature.
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Figure 5.3. Pathways of large scale circulation anomaly propagation during ISMR
extremes in September. Eddy Stream functions (shades, 106 m2/s) and Rossby wave
activity flux (contours, m2/s2) as in Takaya and Nakamura (2001)25 during Aug-Sep
averaged for (a) increased (P1: 1992-1997 & P2: 2004-2010) and decreased (N1:
1986-1991 & 1998-2003) extreme rainfall in September over central India. Vectors
with magnitude > 0.1 m2/s2 are shown for clarity.

Analysis of the eddy stream function and Rossby wave activity flux (Fig.

5.3) suggests propagation of Rossby wave trains from the northwest Europe to-

wards Asia, influencing the sub-tropical/Tibetan high. The wave trains show

two major pathways; the first one zonally propagates eastward locked around

60N latitude and the other one moves southward from Europe before divert-

ing towards east and reaching the sub-tropical/Tibetan high. Associated eddy

stream functions along this pathway are also notable in Fig. 5.3, consistent with

the GPH anomalies as observed in Fig 5.2a. Note that a similar path had been

earlier attributed to linking the Arctic Oscillation induced anomalies and the

tropical Indian Ocean precipitation during winter (Gong et al., 2014).

The above findings suggest a plausible physical mechanism through

which sea ice anomalies in the KS region can potentially influence the sub-

tropical/Tibetan high. In short, reduced sea ice extent in the KS can induce

anomalous high over the northwest Europe, which triggers a Rossby wave train

and induces positive upper-level GPH anomalies over the sub-tropical/ Tibetan

high. However, the upper tropospheric anomalies thus established in the sub-

tropical/Tibetan high region cannot alone cause the extreme events over central

India as they require a sufficient amount of lower atmospheric moisture supply

into the region. We found that the anomalous circulation due to strengthened
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Figure 5.4. Effect on circulation changes over the Monsoon region. Vertical velocity
anomaly (shaded, Pa/s) and 850 hPa wind anomalies (vector, m/s) during September
for (a) increased (P1: 1992-1997 & P2: 2004-2010) and decreased (N1: 1986-1991 &
1998-2003) extreme rainfall in September over central India. Vectors with magnitude
> 0.2 m/s are shown for clarity.

sub-tropical/Tibetan high induces upper-level divergence over northwest-central

India (dashed contour lines in Fig 5.2a). This can further favour the development

of cyclonic circulation at the low level. Warm sea surface temperature anomaly

in the northwestern Arabian Sea assisted with this upper-level divergence result-

ing in development of anomalous cyclonic circulation at the surface (Fig. 5.4).

Associated with this, enhanced convection can be realised from the anomalous

upward vertical velocity over the central Indian region (Fig. 5.4). Further, it

should be noted that the anomalous cyclonic circulation and enhanced convection

may not be enough to result in extreme precipitation unless there is an adequate

amount of moisture available in this region. In fact, it is known that moisture

supplied predominantly from the Arabian Sea plays an important role in causing

extreme precipitation events in central India (Roxy et al., 2017). The anoma-

lous cyclonic circulation, as observed in Fig. 5.4 strengthens the westerlies over

the Arabian Sea and supply the required moisture. Analogous opposite phase

circulation features as described above can be found during reduced extremes

years. Thus, it is proposed that the superimposition of the upper (induced by

SIE changes in KS) and lower level (induced by warm northern Arabian Sea)

circulation anomalies can potentially favour extreme rainfall events over central

India during the late ISMR season (Figure 5.5).
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Figure 5.5. Schematic of the suggested mechanism between SIE in KS and ISMR
extremes during September. The time series at the top right corner shows the
variability in normalized 200hPa geopotential anomaly in Aug-Sep over the northwest
Europe region (indicated by gray bars, 55:70N, 10:50E) and the subtropical region
(indicated by red line, 30:50N, 90:130E). The correlation between the detrended
timeseries is 0.4 as indicated in left corner.

In summary, the results indicate: 1) Since the 1980s, rapidly declining sum-

mer SIE in the KS region exhibits a more robust relationship with the frequency

of ISMR extremes, compared to mean ISMR intensity.; 2) extreme precipitation

events in central India during the late phase of ISMR season can be explained

by the combined effect of the upper atmospheric circulation anomalies result-

ing from reduced SIE in the KS region and low level circulation anomalies over

west-central India supported by warm SST anomalies. The contribution of sea

ice changes to develop the large scale circulation anomalies and their role in

favouring ISMR extremes need to be studied in detail with a combination of

observation and modelling studies, given that they often diverge in conclusions

on extra-polar impacts of Arctic sea ice changes.
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CHAPTER 6

Decadal Indian summer monsoon rain-

fall response to sea ice in the Barents-

Kara Sea

6.1 Chapter Summary

Indian Summer Monsoon (ISM) rainfall is known to be influenced by extratrop-

ical forcings at varying timescales. However, the influence of rapidly declining

Arctic sea ice on ISM is not well explored. Here the relation between ISM rain-

fall and sea ice loss in the Barents-Kara Sea (BKS)is assessed using observations

and idealised numerical modelling experiments. Our findings suggest that the ob-

served decadal out-of-phase covariability between spring sea ice in the BKS and

ISM rainfall is caused, at least in part, by atmospheric teleconnections induced

by sea ice anomalies in the BKS. During early summer, the atmospheric response

to spring sea ice reduction promotes a positive geopotential height anomaly over

northwest Europe and excites a Rossby wave train towards East Asia. Conse-

quently, the Tropical Easterly Jet moves northward and enhances surface con-

vergence and precipitation in its left exit region over northwest India owing to

anomalous southeasterlies from the Bay of Bengal.
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6.2 Introduction

The Indian Summer Monsoon (ISM) rainfall, contributing more than 70% of the

nation’s annual precipitation, largely shapes the nation’s economy and socioeco-

nomic development plans. It also helps to meet the enormous demand for water

from billions of people whose livelihoods depend heavily on water resources. ISM

exhibits significant spatio-temporal variability in rainfall distribution due to in-

ternal variability and interactions with other climate modes. Although the spa-

tially averaged rainfall in the country has not changed over the last few decades,

the geographical distribution of the rainfall pattern and frequency of extreme

rainfall events have witnessed significant changes (Roxy et al., 2017; Singh et al.,

2022). In recent decades the ISM rainfall trend has featured a dipole pattern

with a significant increase in northwest Indian rainfall and a decrease in cen-

tral and northeast India (Singh et al., 2022). Besides strong influences from the

tropical ocean basins, ISM strength and spatio-temporal variability are argued

to be influenced by extratropical sea surface temperature (SST) in the North

Atlantic and North Pacific (Krishnan & Sugi, 2003; Goswami et al., 2006, 2022;

Wang et al., 2009; Chattopadhyay et al., 2015). These remote sources of ISM

rainfall variability are often associated with mid-latitude Rossby wave trains and

associated upper-level circulation anomalies (e.g. Ding & Wang, 2005; Luo et

al., 2011; Borah et al., 2020).

The ongoing Arctic Amplification is most prominent in the Barents-Kara

Sea (BKS) region of the Arctic Ocean (Cai et al., 2022, Isaksen et al., 2022).

The BKS stands out as a ‘hotspot’ both in terms of surface warming (Rantanen

et al., 2022) and sea ice decline (Onarheim et al., 2018). Apart from its major

contribution to changes in the Arctic cryosphere, sea ice changes in the BKS re-

gion influence mid-latitude weather by altering atmospheric circulation patterns

(Inoue et al., 2012; Cohen et al., 2014). However, the magnitude of such links is

debated: although several observational studies attribute mid-latitude weather

events to sea ice decline in the BKS (e.g. Outten & Esau, 2012; King et al.,

2016; Chen et al., 2021), modelling studies have been inconsistent (e.g. Cohen et

al., 2020; Sun et al., 2016; Screen et al., 2018, Blackport et al., 2019). However,
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causality cannot be assessed from the observational studies alone, and such links

are subject to considerable sampling uncertainties.

The Polar Amplification Model Intercomparison Project (PAMIP) (Smith

et al., 2019), endorsed by Coupled Model Intercomparison Project Phase-6

(CMIP6), designed coordinated experiments to identify the possible influence

of sea ice on the regional and remote atmospheric circulation and to improve

our understanding on the causality and mechanisms of those relationships. In

a recent study, Smith et al., (2022) analysed atmosphere-only simulations with

prescribed Arctic sea ice conditions in 16 models participating in this project.

Their findings indicate a robust response across the models in terms of weakening

of the northern hemisphere mid-latitude westerlies during winter. However, the

response to Arctic sea ice during summer has received less attention. Kay et al.,

(2020) showed the potential contributions of sea ice conditions in the BKS and

Sea of Okhotsk to atmospheric circulation over the North Atlantic and extreme

summer temperatures in northern Europe. Further evidence of summer atmo-

spheric circulation responses to Arctic Amplification is reviewed in Coumou et

al., (2018). Three major mid-latitude summer atmospheric features are argued

to emerge from changes in the Arctic climate: 1) weaker storm tracks (Petrie et

al., 2015; Chang et al., 2016), 2) change in the jet stream latitude (Screen, 2013;

Zappa et al., 2018) and 3) amplified quasi-stationary waves.

Previous studies suggest changes in the jet stream over the North At-

lantic region can potentially influence the tropical latitudes, particularly the ISM,

through southeast propagating planetary waves. For example, Ding and Wang

(2005) suggested that due to strong barotropic instability in the jet exit region

over North Atlantic, a Rossby wave train is excited, which results in upper-level

circulation anomalies over the northwest Indian region, influencing the rainfall

therein. Such an alteration in the North Atlantic jet can be established by warm

SST anomalies in the North Atlantic in phase with Atlantic Multidecadal Os-

cillation (AMO) (Luo et al., 2011). As far as the potential of Arctic sea ice

anomalies in generating these mid-latitude Rossby wave trains toward lower lat-

itudes is concerned, it is argued that during summer, wave trains from northern

high-latitude through Eurasia can be excited by spring sea ice anomalies in the
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Arctic Ocean (Wang & He, 2015; Yin et al., 2019) and cause weather anomalies

over northeast Asia. However, the influence of Arctic sea ice changes on the

tropical summer, particularly the Indian Summer Monsoon (ISM), is not widely

studied. A possible influence of BKS sea ice on ISM extreme events was proposed

in a recent observational study (Chatterjee et al., 2021), suggesting an increase in

extreme rainfall events due to a reduction in sea ice extent in the BKS. However,

Chandra et al., (2022), from their sensitivity experiments with climate model

simulations, suggested that the synoptic features of ISM and, thus, eventually,

the mean ISM circulation may rather weaken in a reduced sea ice scenario in

both the polar regions. It is worth noting here that changes in tropical ocean

SSTs, which may have a larger contribution to ISM strength, may overshadow

the direct atmospheric influence of sea ice on the ISM in these coupled model

sensitivity experiments.

In order to assess the ISM response arising solely from sea ice changes in

the BKS, here we use a set of atmospheric-only simulations performed under the

PAMIP protocol by reducing only sea ice in the BKS region and keeping the rest

of the initial conditions identical to a control run with present-day climatological

forcing. The experimental setup and observational support used in this study are

detailed in the next section. The physical mechanism explaining the impact of

sea ice reduction in the BKS region on upper atmospheric circulation anomalies

over East Asia and, thereby, on the ISM rainfall is explained in the Results and

Discussions section.

6.3 Data & Methods

6.3.1 Atmospheric reanalysis and observations

To investigate the consistency of the modelled response in comparison with the

atmospheric reanalysis, we use atmospheric variables from ERA5 reanalysis data

(Hersbach et al., 2020) for the period 1950-2017. The observed gridded rainfall

data (0.25o latitude by 0.25o longitude) is obtained from Indian Meteorological

Department for the same period (Pai et al., 2014). Sea ice observations are taken
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from two sources for robustness: sea ice concentration and extent are obtained

from HadISST (Rayner et al., 2003) and NSIDC (Walsh et al., 2019), respectively.

The reanalysis and observational data are filtered with a 9-yr running mean and

detrended to remove the variability in shorter than decadal time scales and the

global warming signal.

6.3.2 Modelling Experiments

Following the PAMIP experiment protocol (Smith et al., 2019), two atmosphere-

only timeslice simulations are used in this study. We use the HadGEM3-GC3.1-

MM (Williams et al., 2018) model at N216 ( 60 km at mid-latitudes) atmosphere

horizontal resolution with a well-resolved stratosphere (vertical lid at 85 km and

85 vertical levels) and 300 ensemble members for each experiment. Both simu-

lations are run for 14 months starting from April, providing monthly averaged

outputs, and the first two months are discarded for spin-up. The key difference

in these two simulations is in terms of SST and sea ice concentration (SIC) initial

conditions. In the first (pdSIC) simulation, the SST and SIC represent present-

day conditions. The second simulation (futBK) is forced with reduced SIC values

in the BKS region representing 2 degC global warming (Fig. 6.1). SSTs in the

futBK experiment are the same as in the first experiment except where sea ice is

lost in which case future SSTs are imposed. The difference between ‘futBK’ and

‘pdSIC’ ia considered as an atmospheric response to changes in the BKS sea ice

only and is shown in the rest of the thesis.

6.3.3 Results & Discussions

Figure 6.1a shows the observed decadal co-variability between JJ rainfall in

northwest India (marked in red contour in Fig. 6.1c) and spring (MAM) sea

ice in the BKS. A prominent coherent out-of-phase relation between those can

be observed at the decadal scale (note sign reversal for sea ice). The model

response (see methods section) to sea ice reduction in the BKS region (Figure

6.1b) shows significantly enhanced rainfall over northwest India consistent with

the observed relationship. Averaged over the whole northwest India region the

85



Figure 6.1. (a) Rainfall (red) over Northwest India during JJ and sea ice concentra-
tion (SIC, solid) and extent (SIE, dashed) in the Barents-Kara Sea region (75-80N,
30-90E) during MAM. Note that the sign of SIC and SIE is reversed. All time-
series are filtered with a 9yr running mean and detrended before normalizing. Low
(1954-61, 1971-75, 1989-95, 2004-01 (n=28)) and high (1962-70, 1978-88, 1996-02
(n=27)) sea ice years are shaded in blue and grey, respectively. (b) Change in sea
ice concentration (%) in MAM in the reduced sea ice experiment. (c) Model rainfall
response (mm/d) in JJ to sea ice reduction in BKS region. The northwest India
region is marked in red contour. Stippling indicates response is significant at 90%
level.
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Figure 6.2. (a) 200mb Geopotential height (m) response in MAM. (b) Zonal wind
response (m/s) averaged for 0-90E in MAM. (Contours) Temperature response (K)
in MAM drawn at levels 0.15, 0.3, 0.5, 0.7, 1, 1.5, 2, 2.5, 3. Stippling indicates
response is significant at 90% level.

early summer rainfall is increased by 13% in the reduced sea ice experiment, com-

pared to the control run with climatological forcing. Further, the largest increase

in rainfall response is found in July, the month with the largest contribution to

the observed total seasonal rainfall in the northwest Indian region (not shown).

Along with increased rainfall in the northwest, the precipitation response also

shows drying over northeast India (Fig. 6.1c). This dipolar spatial pattern be-

tween northwest and northeast India is prominent in the long-term trend (Singh

et al., 2022), and it also emerges as the dominant mode of interannual variability

(Yadav et al., 2020), indicating the possible contribution of sea ice in the BKS

region on the spatial distribution of ISM rainfall as well.

To explore the mechanism behind this rainfall response in the model, the

atmospheric response to spring (MAM) sea ice reduction is shown in Fig. 6.3.

During spring, high geopotential height anomalies over the BKS region (Fig.

6.2a) are established due to the imposed warming associated with reduced sea

ice (Fig. 6.2b). The reduced meridional temperature gradient due to this lo-

calized warming in the BKS can, in turn, weaken the westerlies (Fig. 6.2b) in
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the subpolar jet latitudes (60o - 70o N) owing to thermal wind balance. The

maximum weakening in the subpolar jet is found in northwest Europe, in the

exit region of the North Atlantic jet (not shown).

By early summer (JJ), an amplified circumglobal stationary Rossby wave

train response is established along the subpolar and subtropical jets (Fig. 6.3a) as

noted previously (Screen et al., 2013, Coumou et al., 2018). Of particular interest

to ISM, Ding &Wang (2005) suggested that the instabilities in the North Atlantic

Jet induce a positive geopotential height anomaly over northwest Europe, and

enhances the ISM rainfall. Our modelling experiment further suggests loss of sea

ice in the BKS region as a potential forcing of northern hemisphere summer wave

activity, inducing positive height anomalies over northwest Europe which acts as

a Rossby wave source with a dominant contribution from horizontal convergence

(Fig. 6.3b) and associated vorticity stretching. As a result, a wave train from

northwest Europe, propagating southeast toward East Asia, is established (Fig.

6.3a). A similar wave train from northern Europe to subtropical Asia is also

reported in previous studies (Ding & Wang, 2005; Luo et al., 2011, Nath & Luo,

2019, Chatterjee et al., 2021) albeit for slightly different months and anomaly

centers.

In subtropical Asia, the South-Asian high (SAH) is a key upper-level cir-

culation feature of ISM. Its northward migration indicates the onset of ISM with

subtropical westerly jet (STJ) and tropical easterly jet (TEJ) in its northern and

southern borders, respectively (Ramaswamy, 1958, Koteswaram, 1958). During

the monsoon season (JJAS), the interaction between SAH and ISM circulation

significantly affects the ISM rainfall, particularly over the northern Indian re-

gions (Wei & Yang , 2021). One of the key features of this interaction is zonal

and meridional movement of the SAH (Wei et al., 2012, 2015). The anomalous

strengthening of the SAH in the northeast of the Tibetan Plateau and orographic

uplifting in lower levels is argued to produce extreme precipitation events over

northwest India and the Himalayan foothills region (Vellore et al., 2015). While

the convective heating associated with ISM rainfall influences the SAH strength

and position (Rodwell and Hoskins, 1996), vertical wind shear anomalies asso-

ciated with SAH can also modulate the ISM rainfall (Xie & Wang, 1996). The
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Figure 6.3. (a) 200mb Geopotential height (m) response to BKS sea ice loss in
JJ. (Vectors) Rossby Wave activity flux (m2/s2) was calculated as in Takaya and
Nakamura (2001).(b) 200mb zonal wind (m/s) response in JJ. (Vectors) Divergent
wind (m/s) response at 200mb. Stippling indicates response is significant at 90%
level.
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wave train from northwest Europe, excited by reduced sea ice loss in the BKS,

intensifies the SAH in the northeast of the Tibetan Plateau (Fig. 6.3a), and acts

as an external forcing that modulates this SAH-ISM relation.

Due to the intensification of the SAH in the northeast of the Tibetan

Plateau, the core of the sub-tropical jet (STJ) and tropical easterly jet (TEJ)

moves poleward locally in this region (Fig. 6.3b). The poleward strengthening

of the TEJ, which constitutes the southern flank of the SAH, induces anomalous

southerly ageostrophic flow and upper-level divergence in its left exit region over

northwest India (Fig. 6.3b). This in turn enhances the surface moisture conver-

gence (Fig. 6.4a) accompanied with the mid-tropospheric upward motion (Fig.

6.4b). To compare this model response with observations, composite analyses

were performed with reanalysis data for increased and reduced sea ice episodes

in the BKS region (see Fig. 6.1a). Consistent with the model response, the

TEJ weakens in its climatological location and shifts poleward, while the STJ

intensifies and moves poleward during the periods with reduced sea ice in the

BKS region (Fig. 6.5a, b). The low-level circulation response is shown in Figure

5c. The low-level vorticity and surface wind responses show reinforcement of

surface convergence in accordance with the upper-level divergence (Fig. 6.3b),

driving southeasterly surface winds from the Bay of Bengal and providing addi-

tional moisture (Fig. 6.4a) consistent with enhanced precipitation in northwest

India. Composite analysis of these surface circulation features based on years of

increased and reduced sea ice anomalies in the BKS region also shows similar

features (Fig. 6.5d). This is consistent with a recent study by Singh et al., 2022

who showed such a surface circulation can be induced by high-pressure anomalies

over the Tibetan Plateau. The meridional movement of STJ and TEJ and its

impact on rainfall presented here is consistent with a recent study by Chowdary

et al. (2022) who found that on interannual timescales, equatorward displace-

ment of STJ weakens the TEJ and thus the upper-level outflow is suppressed

over ISM region leading to reduced low-level convergence and weak rainfall over

north India. Here we provide further evidence that the poleward movement of

the STJ can be driven by the intensification of the SAH to the northwest of Ti-

betan Plateau. This also drives the TEJ poleward and enhances the upper-level
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Figure 6.4. (a) Response in near-surface (925mb) moisture divergence (q ·∆U ; 10−3

s−1) and moisture transport vectors (qU ; m/s). Stippling shows significant responses
at 90% level.(b) Vertical velocity response (10−3 Pa/s) over Northwest India marked
in red in (a). The shaded region indicates the standard error in the ensembles.

divergence in northwest India.

6.3.4 Conclusions

Using idealized numerical experiments with the atmosphere-only version of

HadGEM3, we assess the potential of sea ice reduction in the BKS region to

influence the ISM through atmospheric teleconnections. Two simulations, one

with climatological SST and SIC conditions and the other with increased SST

and reduced SIC (as projected under 2 degC global warming scenario) only in

the BKS region, are compared to diagnose the role of sea ice loss in this re-

gion. The results suggest spring sea ice melting in the BKS region excites a

Rossby wave train that evolves and influences East Asia during early summer,

strengthening the SAH in the northeast of the Tibetan Plateau. The associated

changes in the upper-level circulation shift the TEJ poleward and weaken it in

its climatological location. The anomalous divergence at the left exit region of
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Figure 6.5. Zonal wind averaged over 80-100E (marked in Fig. 6.4a): (a) Model
response.(b) Composite difference between low and high sea ice years in the BKS
region.(c, d) 925mb winds (m/s) and vorticity (10−6 s−1) response in the model (c)
and composite difference between negative and positive sea ice years in the BKS (d).
Significant response and differences at 90% level of confidence are indicated with
dotted lines.
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this anomalous secondary easterly jet circulation over northwest India favours

the strengthening of low-level convergence. The surface circulation responds by

strengthening the south easterlies from the Bay of Bengal, converging moisture

towards northwest India and intensifying the rainfall there. Analysis of observed

sea ice in the BKS and northwest Indian rainfall, along with reanalysis data,

suggest that the proposed dynamical ISM response to sea ice reduction in the

BKS region can partly modulate the decadal variability of monsoon rainfall in

northwest India. Our results demonstrate a causal link between sea ice reduction

in the BKS region and ISM that is simulated in a climate model and is supported

by observations. However, several other tropical and extratropical factors influ-

ence ISM low-frequency variability (e.g. Krishnan & Sugi, 2003; Vibhute et al.,

2020) and further interactions among those can modify this response. Further-

more, the robustness of this response needs to be ascertained by assessing more

models.
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CHAPTER 7

Conclusions and Future Research

Recommendations

The global climate is experiencing unprecedented anomalies in recent decades

(WMO, 2022). It is evident that anthropogenic factors contributes to recent un-

usual changes in global weather and climate patterns, thanks to improved earth

observational capabilities in terms of techniques, spatiotemporal coverage, and

continuously evolving understanding of the physical processes through numeri-

cal modelling. One of the robust features of the state of modern-day climate is

“Arctic Amplification (AA)”, a four times faster rate of warming in the Arctic

compared to the globally averaged temperature (Rantanen et al., 2022). This of-

ten makes the Arctic region apt for studying the impact of changes in weather and

climate patterns. However, multiple positive feedbacks involving complex inter-

actions among different components of Arctic atmosphere, ocean and cryosphere

pose difficulties in understanding the causes and impacts of AA and its future

course. A number of studies have examined potential of AA to influence remote

weather climate variability (Cohen et al., 2014; Budikova, 2009; Overland et al.,

2016; Walsh , 2014; Francis et al., 2017). However, there exists wide spread

debate on the causal mechanism and the direction of the causality between the

observed coherence in mid-latitude weather anomalies and changes in Arctic sea

ice (Cohen et al., 2020; Sun et al., 2016; Screen et al., 2018, Blackport et al.,

2019). Furthermore, studies have shown that mid-latitude circulation anomlaies

can also influence the sea ice in the Arctic Ocean by altering the poleward energy

transport (Lee, 2014). The tropical influence on Arctic climate has recently been
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realized as well (Ye & Jung, 2019; Gong Dao-Yi et al., 2015; Jeong et al., 2022;

Jeong et al., 2022; Xu et al., 2022). Thus, it is imperative that continued AA

and the projected seasonal ice-free Arctic Ocean in near future will have a larger

role in shaping the global climate, due to its two-way interaction with the global

climate.

The influence of sea ice decline and associated warming in the Arctic on

remote weather and climate patterns mainly originates from reduced tempera-

ture gradient between high Arctic and lower latitudes, altering the jet streams

owing to thermal wind balance. Further, the role of ocean dynamics and ocean-

atmosphere coupling in transferring the signals from Arctic to lower latitudes is

also evident (Smith et al., 2017; Deser et al., 2015; Wang et al., 2018; England

et al., 2020). Reduced sea ice cover during spring to autumn absorbs more solar

energy which is released to the atmosphere in early winter when the atmosphere

is colder than the sea surface. This heat can in turn induce geopotential height

anomalies and circulation patterns even in further south (Cohen et al., 2014;

Budikova, 2009; Overland et al., 2016; Walsh , 2014; Francis et al., 2017). Dur-

ing summer, three major mid-latitude summer atmospheric features are argued

to emerge from changes in the Arctic climate including sea ice: 1) weaker storm

tracks, 2) change in the jet stream latitude; and 3) amplified quasi-stationary

waves.

The potential of Arctic sea ice induced changes to influence the tropics,

particularly the Indian Summer Monsoon (ISM), has received relatively less at-

tention. The primary reason for this may be the underrepresentation of the ob-

served complex teleconnection mechanisms in climate models. Further the ISM

being strongly driven by tropical land-ocean-atmosphere dynamics and thermo-

dynamics, the remote influences may often be overshadowed. In this thesis we

try to address two key questions: 1) what are the drivers of sea ice variability

in the Arctic ocean regions, with potential impact on ISMR and 2) what is the

physical mechanism for sea ice impact on ISMR?. To answer these we first iden-

tify the regions in the Arctic ocean which have potential influence on ISM (viz.

Greenland Sea & Barents-Kara Sea) and then attempt to understand the drivers

of sea ice in these regions. Next, from long term observation we identify the sta-
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tistical relationship between sea ice and ISM rainfall and finally using reanalysis

and numerical experiments we propose the physical mechanisms through which

Arctic sea ice can modulate the ISM rainfall.

Sea ice variability in the Arctic

The Greenland Sea and Barents-Kara Sea are among the regions with the

largest sea ice declining trend and potential impact on lower latitude weather

and climate. Thus it is imperative to understand the factors that drive the sea

ice variability in these regions.

The major amount of the sea ice in the Greenland Sea comes from sea ice

export from the central Arctic by the East Greenland Current. Further local

sea ice formation during winter also contributes to it. Here a comprehensive

mechanism is proposed through which both atmospheric and oceanic circulation

in this region drive the interannual variability of winter sea ice in the Greenland

Sea by affecting both sea ice export and local sea ice formation.

A low-pressure anomaly over the Nordic Seas region (which resembles a

northeast shifted positive phase of North Atlantic Oscillation) induces positive

wind stress curl anomaly over the central Greenland Sea and northerly winds

along the East Greenland coast. This in turn strengthens the cyclonic Green-

land Sea Gyre (GSG) circulation, and further, the anomalously strong northerly

winds tend to push the sea ice carried with East Greenland Current towards the

Greenland coast due to Ekman divergence. Consequently, freshwater content in

the southwestern Greenland Sea is reduced and the stratification in the upper

ocean is weakened. In this scenario, stronger recirculation of warm and saline

Atlantic water by GSG penetrates to the upper ocean and reduces the new sea

ice formation in the southwestern Greenland Sea. Thus while direct atmospheric

forcings affect the sea ice export, the oceanic response affects the local sea ice

formation.

Physical mechanisms behind sea ice variability in the Barents-Kara Sea, a

region with the largest sea ice declining trend and highest contribution to total

Arctic sea ice loss is also explored. This is also the region which is arguably a

hotspot for establishing teleconnection with lower latitudes as highlighted in nu-
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merous literatures. Apart from the local processes, remote tropical influences are

also argued to have significant contributions to the recent changes in surface air

and oceanic temperature over Barents Sea and the adjacent regions, ultimately

affecting the sea ice extent. Thus the potential interaction of Barents Sea sea ice

variability with the climate of Arctic and beyond warrants a proper understand-

ing of the local and remote drivers of the Barents Sea climate variability. The

drivers of sea ice variability in Barents-Kara Sea are extensively studied and it

is well established that the warm Atlantic inflow through Barents Sea Opening

(BSO) and sea ice import both contribute to it. So, focus was given on how

those drivers can be influenced by local and/or remote large scale circulation.

This section is divided into two sections: 1) tropical influence on sea surface

temperature in the Barents Sea and; 2) recent regime shift in sea ice extent in

the Barents Sea.

Here it is found that, correlation between ENSO index and sea surface

temperature (SST) in the Barents Sea changes dramatically from significantly

positive during 1979-1995 to insignificantly negative during 1996-2020 (Fig 4a,b).

The fact that the time evolution of this correlation strength follows the Atlantic

Multidecadal Oscillation (AMO) index (Fig. 4c) and its phase change happens in

coherence to AMO shifting from negative to positive phase indicates that ENSO’s

influence on Barents Sea SST through atmospheric teleconnection may be mod-

ulated by AMO, at least during the time period of the study, 1979-2020. Further

investigation to decipher the physical mechanisms for the changing correlation

patterns reveal that during P1: 1979-95, the meridional circulation changes due

to ElNino exerts a negative East Atlantic Pattern (EAP) like circulation by en-

hancing the subsidence around 50N in the north Atlantic and inducing a positive

sea level pressure anomaly (Fig 5a). This in turn strengthens the westerly winds

and westerly zonal wind stress north of Norway across the BSO and enhances

the Atlantic water inflow, leading to warmer SST anomalies in the Barents Sea.

During P2: 1996-2020, ENSO’s interaction with north Atlantic atmospheric

circulation changes due to warm background Atlantic SST (positive AMO). In

this case, during ElNino, tropical east pacific warming coupled with tropical

Atlantic warming induces a negative NAO like atmospheric circulation pattern
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(Fig. 5b). However during LaNina in P2, cold anomalies in tropical east pacific

and warm SST in tropical Atlantic (positve AMO) do not influence the NAO

significantly. This is consistent with earlier study, which suggests the importance

of in phase SST anomaly patterns between tropical east pacific and tropical

Atlantic to have significant contribution to NAO (Zhang et al., 2019). Thus in

P2, while during ElNino easterly wind anomalies due to negative NAO reduces

the Atlantic water inflow into the Barents Sea (Fig. 5b), during LaNina no such

influence on Atlantic water inflow is established as it doesn’t interact with NAO

significantly (not shown here for brevity). This leads to the observed insignificant

negative correlation between ENSO and SST in the Barents Sea in P2.

Thus, it is concluded from this study that during 1979-2020, ENSO had a

variable influence on Barents Sea SST due to its non-stationary interaction with

North Atlantic atmospheric circulation dictated by AMO. The key findings are

tabulated below:

A local feedback mechanism is also proposed, which may have caused a

regime shift in sea ice conditions in the Barents Sea since the mid 2000s. We

show that the sea ice extent in the Barents Sea continued to decrease even though

the Atlantic water temperature and salinity decreased after around 2005. Fur-

ther investigation reveals that two factors apart from atmospheric warming, were

responsible for this continued sea ice reduction: i) reduced heat loss in the south-

ern Barents Sea and thus warmer water reaching the northern Barents Sea and

ii) reduced sea ice import and cold water advection from the eastern Barents

Sea. Further, sensitivity experiments with reduced Arctic sea ice show reduction

in sea ice can further reduce the heat loss in the southern Barents Sea and cold

Arctic water import from the eastern Barents Sea, and thus providing a positive

feedback.

Teleconnection between sea ice in Barents-Kara Sea and Indian

Summer Monsoon.

Having analyzed the sea ice variability in the Baretns-Kara Sea (BKS) we

now in this chapter, attempt to identify the observed relationship between sea

ice in BKS region and Indian Summer Monsoon Rainfall (ISMR) using obser-
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vation and atmospheric reanalysis data. Long-term observations suggest that

episodes of rapid sea ice decline are coherent with increase in extreme precipita-

tion events in the central Indian region. To understand the physical mechanism,

ERA5 reanalysis data was used to identify the late summer (JAS) atmospheric

circulation response to summer (JJA) sea ice decline in BKS region. The anal-

ysis suggests that sea ice loss during summer excites a Rossby wave train from

northwest Europe to East Asia associated with changes in the subpolar and sub-

tropical jet streams. The resulting upper-level circulation anomalies strengthen

the south Asian high in the northeast and associated changes in the subtropical

jet induce upper-level divergence over the northwest-central India. This fur-

ther allows the strengthening of low-level convergence which coupled with warm

Arabian SST anomalies allows enhanced moisture convergence and extreme pre-

cipitation events in central India.

A similar mechanism is found to be associated with observed decadal out-

of-phase covariability between northwest Indian rainfall and spring sea ice con-

ditions in the Barents-Kara Sea. Using idealized numerical experiments with

reduced sea ice it is found that the northwest Indian rainfall is enhanced due to

anomalous surface convergence and moisture transport from the Bay of Bengal.

This dynamical ISM response to sea ice decline in the BKS region can atleast

partly contribute to the decadal variability of monsoon rainfall in northwest In-

dia. The hypothesized ISM response to sea ice is supported by a causal link

between sea ice loss in the BKS region and ISM, reproduced in a climate model

and reanalysis.

Future Recommendations

Improved understanding of teleconnection mechanisms between Arctic sea

ice and Indian monsoon and also uncertainties involved in those needs to be

addressed through continuous improvement in modelling and observation of the

key climate variables and also by employing new analysis techniques.

Improving the representation of sea ice properties in climate models is

critical. This includes enhancing the accuracy of the representation of sea ice

thickness which plays a key role in sea ice dynamics and its thermodynamic
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interaction with the atmosphere and ocean and eventually influencing the large-

scale circulation.

One of the prominent changes in the Arctic, as also addressed in this thesis

is the Atlantification of the Arctic Ocean. Atlantification, the increased influence

of Atlantic water in the Arctic Ocean, plays a significant role in Arctic Amplifi-

cation and eventually its impact on the weather and climate beyond the Arctic.

However, new generation climate models fail to reproduce the critical water mass

distribution in the Arctic Ocean. For example, little has been improved in terms

of the representation of Atlantic water temperature and its vertical extent in

the CMIP6 models. This is also evident in the findings from this thesis (Figure

3.4), where it is shown that even relatively high-resolution regional reanalysis

data products fail to capture the subsurface physical properties (note that due

to higher salinity Atlantic water mostly remain in intermediate depths in the

high latitudes), even though surface properties are well captured. This is partly

due to a lack of observations in the subsurface or depths at which Atlantic water

resides and also due to numerical mixing in the coarse resolution models that al-

lows stronger diapycnal mixing and results in cooler and fresher Atlantic Water.

Given its obvious influence on sea ice and ocean heat content, it is imperative

that climate models need to improve Atlantic water characteristics and its trans-

port to the Arctic Ocean. Apart from that, the ocean dynamics, particularly the

role of eddies in the mixing of Atlantic water mass and transport into the Arctic

Ocean is also a key area to be improved in climate models.

A crucial element to reduce these uncertainties in the models is to have

precise and long-term observation, which is often limited due to the inaccessi-

bility of the remote Arctic regions making those as poorly covered with in-situ

observations. Satellite observations of sea ice, particularly thickness (and thus

volume) are still in their young phase and improved algorithms for its retrieval

would require to constrain the models and improved parametrisation of different

small-scale processes. With sea ice extent declining rapidly in most of the Arctic

Ocean, continuous subsurface in-situ observations are becoming more plausible

and need to be prioritised by the observing communities. Another area where

improvements can be of interest is the upper atmospheric observation, particu-
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larly focusing on the stratosphere-troposphere coupling. In this thesis, although

the role of the upper troposphere is highlighted, however, evidence suggests that

a delayed response of the lower troposphere to sea ice loss can be realised through

its influence in the stratosphere, where the models have large uncertainties.

Finally, there is a strong need to employ various new quantitative analysis

techniques for a better understanding of the feedback processes involved in tele-

connection mechanisms. For example, both the response of the Arctic climate

to sea ice loss and the Indian monsoon have features that are crucial at a fine

spatiotemporal scale. How these features interact with the large-scale circulation

in climate models raises significant uncertainties in teleconnection mechanisms

represented in those. Approaches like statistical downscaling, incorporation of

machine learning models on climate model outputs, and complex networks can

be useful for interpreting both the physics behind the teleconnection mechanism

and their impact assessment at regional scales. Moreover, as shown in Chap-

ter 4 of this thesis, the teleconnection mechanisms themselves can respond to

the change in background climate and thus give rise to non-linear interactions.

Albeit, the remote teleconnections associated with the Indian monsoon are not

uniform at least over the instrumental observation period and in a warming sce-

nario different aspects both natural climate variability and forced changes may

modify those mechanisms. Finally, the thesis highlights the atmospheric tele-

connection between Indian Monsoon and sea ice loss in the Arctic. However,

it should be noted that in a warming climate the response of natural climate

variabilities e.g ENSO, IOD etc. would likely have a potential influence on the

strength of the remote teleconnections presented here.
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